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Abstract—We address issues related to the protection of private information in Online Analytical Processing (OLAP) systems, where a major concern is the adversarial inference of private information from OLAP query answers. Most previous work on privacy-preserving OLAP focuses on a single aggregate function and/or addresses only exact disclosure, which eliminates from consideration an important class of privacy breaches where partial information, but not exact values, of private data is disclosed (i.e., partial disclosure). We address privacy protection against both exact and partial disclosure in OLAP systems with mixed aggregate functions. In particular, we propose an information-theoretic inference control approach that supports a combination of common aggregate functions (e.g., COUNT, SUM, MIN, MAX, MEDIAN) and guarantees the level of privacy disclosure not to exceed thresholds predetermined by the data owners. We demonstrate that our approach is efficient and can be implemented in existing OLAP systems with little modification. It also satisfies the simulatable auditing model and leaks no private information through query rejections. Through performance analysis, we show that compared with previous approaches, our approach provides more effective privacy protection while maintaining a higher level of query-answer availability.

Index Terms—Online Analytical Processing (OLAP), privacy, information theory.

1 INTRODUCTION

Online analytical processing (OLAP) is one of the most popular decision support and knowledge discovery techniques in business-intelligence systems [20]. However, it is a challenge to enable OLAP on private data without violating the data owners’ privacy. Traditional studies on database security provide access control and data sanitization (e.g., removal of personal-identifiable information) tools for the relational back-end of OLAP systems [19], [21], [25], [31]. Nonetheless, since an essential feature of OLAP is to compute the multi-dimensional aggregates of stored data, a major privacy concern in OLAP is the adversarial inference of (individual) private data points from the aggregate information. This inference problem cannot be fully addressed by access control and data sanitization techniques.

In this paper, we address privacy protection against adversarial inference in an OLAP system consisting of a data warehouse server and a number of users. The data warehouse server holds private data, and is supposed to answer OLAP queries [20] issued by users on the multi-dimensional aggregates of private data. A user may not have the right to access all individual data points in the data warehouse, but might be allowed to issue OLAP queries on the aggregates of data for which it has no right to access. For example, in a hospital system, the accounting department (as a user) can access each patient’s financial data, but not the patients’ medical records (an actual HIPAA requirement [33]). Nonetheless, the accounting department may query aggregate information related to the medical records, such as the total expense for patients with Alzheimer’s disease.

In an OLAP system, a privacy breach occurs if a user can infer certain information about a private data point for which it has no right to access from the query answers it receives as well as the data that it has the right to access. Such privacy breach is referred to as the inference problem [9]. Protection against the inference problem has been extensively investigated in the literature of related areas (e.g., statistical databases [1], [9], [10], [16], [22], query auditing [13], [23], [24], [29], [30]), which laid solid foundation for studies in OLAP. Privacy protection in OLAP faces unique challenges, such as larger queries, mixed aggregate functions, and increased demand for shorter response time [34].

There are two types of methods that have been proposed to prevent inference problems from happening in OLAP systems: inference control (i.e., online query auditing in OLAP) [26], [34], [35], [37] and input/output perturbation [4], [16], [32]. With the inference control approach, after receiving a query from a user, the data warehouse server determines whether answering the query may lead to an inference problem, and then either rejects the query or answers it precisely. The input/output perturbation approach either perturbs (input) data stored in the data warehouse server with random noise and answers every query with an estimation, or adds random noise to the (output) query answers in order to preserve privacy. Existing studies support COUNT [4] and SUM [32] queries for input perturbation, and general aggregation functions for output perturbation [16].
While both approaches can be very useful for privacy protection, precise query answers (without perturbation) are often preferred when important decisions need to be made based on the data [29]. Thus, we focus on the inference control approach in this paper. Most existing solutions for inference control in OLAP share an assumption that a privacy breach occurs if and only if a user can infer the precise value of a private data point stored in the data warehouse server (i.e., exact disclosure) [35], [37]. This assumption eliminates from consideration an important class of privacy breaches where partial information of a private data point is disclosed (i.e., partial disclosure), and, as is demonstrated by previous work [5], [22], [23], [26], [28], [29], does not suffice for many practical applications. For example, although a malicious user cannot infer the precise age of a person, it may be able to estimate the age within error of one year. In practice, many people would consider this to be a violation of their privacy. As such, existing solutions for inference control in OLAP cannot satisfy the privacy-protection requirements of many real-world systems.

In this paper, we address privacy protection against both exact and partial disclosure in OLAP systems. We first define a continuous measure on the partial disclosure of privacy information, which can be used (with precautions) by the data owners to specify their maximum acceptable (or tolerable) level of privacy disclosure. Then, we propose an inference control approach based on an information-theoretic formulation of OLAP queries, which quantitatively measures the amount of private information disclosed by each query. Basically, our approach maintains an estimated upper bound on the amount of private information disclosed by all answered queries, and rejects a query if such an estimation would exceed the owner-specified threshold. We shall demonstrate that our approach has the following features to distinguish itself from previous approaches:

- By exploiting the common information-theoretic properties of various aggregate functions, we address a combination of aggregation functions including the most common ones such as SUM, AVG, COUNT, MIN, MAX, etc, in contrast to the SUM-only [7], [26], [35], [36], [37], COUNT-only [4], or MIN/MAX-only [29] approaches in previous work.
- Our approach is effective against both exact and partial disclosure. To the best of our knowledge, our approach is the first to guarantee the level of privacy disclosure not to exceed owner-specified thresholds in OLAP systems with queries of mixed aggregate functions. Furthermore, our inference control algorithm satisfies the simulatable auditing model [23] and leaks no private information through rejections.
- While providing rigid privacy protection, our approach also maintains a high level of query availability. In particular, we derive theoretical lower bounds on the percentage of queries answered by our approach, and use simulation results to show that our approach can answer substantially more queries than existing approaches while providing better privacy protection.

The idea of using information theory to model inference control was first used in our work for exact disclosure [40]. Significant differences between our work in this paper and [40] include:

- The difference in objective of privacy protection: We are dealing with both exact and partial privacy disclosure in this paper, instead of exact disclosure only in [40].
- The difference in supported OLAP queries: The inference control algorithm proposed in [40] only allows \((n - 1)\)- and \(n\)-dimensional queries for \(n\)-dimensional data cubes, while this paper supports queries with all dimensionalities.

The rest of the paper is organized as follows. We briefly review the background in Section II. In Section III, we present the system settings, performance measures, and problem statement. Also in this section, we define a continuous measure on the partial disclosure of privacy information. In Section IV, we introduce an information-theoretic formulation of OLAP queries, and identify what aggregate functions we support and do not support with our formulation. Then, we propose an inference control approach in Section V, followed by theoretical analysis in Section VI. We present simulation results on the performance of our approach in Section VII. In Section VIII, we discuss various extensions to our approach. We compare our results with related work in Section IX, and conclude the paper with final remarks in Section X.

2 BACKGROUND

2.1 OLAP System Model

We consider an OLAP system where the data warehouse server stores data in an \(n\)-dimensional data cube, in order to support aggregate queries on an attribute-of-interest over selected data [20]. We refer to such attribute-of-interest as the measure attribute. Besides the measure attribute, there are \(n\) dimension attributes, each of which is represented by a dimension of the data cube. Each (base) cell of the data cube is the value of the measure attribute for the corresponding value combination of dimension attributes. For example, Table I shows a 2-dimensional data cube with a measure attribute of sales and two dimension attributes of product and time. Each cell of the data cube in Table I is the sales amount (i.e., measure attribute) of a product (e.g., Book) in a month (e.g., April). As in real cases, some cells in the data cube can be missing or not applicable (i.e., N/A in Table I).

By changing the group by clause and the aggregation function, a user of the data warehouse can query various...
aggregates (e.g., COUNT, SUM, MIN, MAX, MEDIAN) of the measure attribute for different subcubes of the data cube. The answer to an OLAP query is the output of aggregation function on all cells in the subcube. We say that a subcube is $h$-dimensional if and only if it covers all values for (each of) $h$ dimension attributes in the data cube. We refer to a query on an $h$-dimensional subcube of the data cube as an $h$-dimensional query. For example, query $q_5$ (i.e., SUM of row “Book”) in Table 1 is a 1-dimensional SUM query that covers a 1-dimensional subcube of Book $\times \{\text{April, May, June, July}\}$. Note that the answer to an $h$-dimensional query can also be considered as a cell in the corresponding $(n-h)$-dimensional cuboid [20] of the data cube. As is commonly assumed in the literature, we consider skeleton queries \(^2\) [35], [38] to be the granularity of queries issued by the users [35], [37], [40]. However, note that this does not indicate that our algorithm only supports skeleton queries. Instead, we focus on the processing of skeleton queries in the upcoming discussions only for the ease of understanding. Our proposed algorithms readily apply to non-skeleton queries, as we shall discuss in Section 5.5.

### 2.2 Privacy Requirements

Due to privacy concerns, the owner of a data cube may not want a user to have access to all the information stored in it. Privacy requirements on a data cube may be defined over the cells in the data cube, and/or the data tuples in the relational back-end of it. In this paper, we choose a cell as the granularity for specification of privacy requirements due to our focus on the processing of OLAP queries. Nonetheless, as evidenced by our privacy measure in Section 3, privacy requirements on tuples can also be transformed to requirements on data cube cells. In our model, a user does not have the right to access all cells in the data cube. We refer to all cells that a user cannot access as sensitive cells for the user.

A user should not be capable of compromising the value of a sensitive cell from the query answers it receives. There are two measures for the compromise of a sensitive cell: exact and partial disclosure. While exact disclosure occurs iff the exact value of cell is known to a user, partial disclosure occurs whenever a user has a significant change between its prior and posterior belief on the value of a cell. We shall introduce the formal definitions for exact and partial disclosure in Section 3.3.

### 2.3 External Knowledge

In practice, besides receiving aggregate query answers, a user may also learn certain information about a sensitive cell from sources outside the OLAP system. We refer to such information as the external knowledge of the user. There are various types of external knowledge which may lead to the disclosure of sensitive cells. For example, if a user knows that the maximum employee salary of a company belongs to Alice, its CEO, then the salary of Alice can be inferred from just one aggregate query on the maximum salary in the data cube. Even a MAX query on the salary of a subset of the employees can be privacy-divulging, as the answer can be used by an adversary as a lower-bound estimate on Alice’s salary. It is difficult, if not possible, to have a universal model that captures all types of external knowledge. The proper modeling of external knowledge is still an open problem drawing considerable attention from data privacy studies [8], [27].

In this paper, we consider the type of external knowledge that is most commonly assumed and addressed in the literature of privacy-preserving OLAP [36], [37], [40] - a subset of cells in the data cube are known by the users as pre-known cells. To ensure the security of sensitive cells, we adopt a conservative assumption that if a cell is not sensitive to (i.e., can be accessed by) a user, then the user knows the value of the cell as pre-knowledge. We refer to such non-sensitive cells as pre-known cells of the user. Table 2 shows the access privileges of a user on Table 1. For the ease of understanding, we count all pre-known cells as 0 in the computation of query answers (i.e., $q_1$ to $q_8$) in the table.

### 3 System Model

In this section, we introduce the system models for privacy protection in OLAP. In particular, we present the

---

**TABLE 1**

<table>
<thead>
<tr>
<th></th>
<th>April</th>
<th>May</th>
<th>June</th>
<th>July</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Book</td>
<td>10</td>
<td>12</td>
<td>15</td>
<td>7</td>
<td>$q_1 = 47$</td>
</tr>
<tr>
<td>CD</td>
<td>20</td>
<td>23</td>
<td>27</td>
<td>N/A</td>
<td>$q_6 = 70$</td>
</tr>
<tr>
<td>DVD</td>
<td>23</td>
<td>35</td>
<td>16</td>
<td>36</td>
<td>$q_7 = 110$</td>
</tr>
<tr>
<td>Game</td>
<td>N/A</td>
<td>25</td>
<td>30</td>
<td>14</td>
<td>$q_8 = 69$</td>
</tr>
<tr>
<td>Sum</td>
<td>$q_1 = 53$</td>
<td>$q_2 = 95$</td>
<td>$q_3 = 88$</td>
<td>$q_4 = 57$</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 2**

<table>
<thead>
<tr>
<th></th>
<th>April</th>
<th>May</th>
<th>June</th>
<th>July</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Book</td>
<td>10</td>
<td>Known</td>
<td>15</td>
<td>Known</td>
<td>$q_1 = 25$</td>
</tr>
<tr>
<td>CD</td>
<td>20</td>
<td>Known</td>
<td>27</td>
<td>Known</td>
<td>$q_6 = 47$</td>
</tr>
<tr>
<td>DVD</td>
<td>Known</td>
<td>35</td>
<td>16</td>
<td>36</td>
<td>$q_7 = 87$</td>
</tr>
<tr>
<td>Game</td>
<td>Known</td>
<td>25</td>
<td>Known</td>
<td>14</td>
<td>$q_8 = 39$</td>
</tr>
<tr>
<td>Sum</td>
<td>$q_1 = 30$</td>
<td>$q_2 = 60$</td>
<td>$q_3 = 58$</td>
<td>$q_4 = 50$</td>
<td></td>
</tr>
</tbody>
</table>

The formal definition of inference problem will be introduced in the next section. Intuitively, inference problem occurs if a user can infer certain information about a sensitive cell from the received query answers as well as the pre-known cells. For example, inference problem may occur in Table 2, in terms of the exact disclosure of sensitive cell $\langle\text{DVD, June}\rangle$, if the user learns query answers $q_1$, $q_3$, $q_5$, and $q_6$. The user can infer the sales amount of DVD in June by computing $\langle\text{DVD, June}\rangle = q_1 + q_3 - (q_5 + q_6) = 16$. 

---

\(^2\) A query is a skeleton query if and only if the query covers either all values of a dimension attribute or only one value of it [35]. For example, a query on a row or a column of the 2-dimensional data cube is a skeleton query. In Table 1, each $q_i$ is the answer to a 1-dimensional skeleton query with function of SUM.
system settings, models of privacy intrusion attacks and defensive countermeasures, performance measures for privacy disclosure and query availability, as well as the formal problem definition of inference control in OLAP.

3.1 System settings

Let there be one data warehouse server and a number of users $C_1, \ldots, C_U$ in the system. For each user $C_k$ ($k \in [1, U]$), let $G_k$ be the set of cells in the data cube that $C_k$ has the right to access. We refer to $G_k$ as the set of pre-known cells of $C_k$. Since the data warehouse server needs to properly enforce access control on the sensitive cells, we assume that it knows $G_k$ for $k \in [1, U]$ as pre-knowledge.

To model the processing of OLAP queries in many real systems, we follow an online setting of the inference control problem [23], [29] which assumes that each user issues multiple OLAP queries sequentially, and the data warehouse server has no knowledge of the upcoming queries. In Section 8.2, we shall discuss an extension of our results to cases where a user can submit multiple queries in a batch. We shall show that while all results in the paper still apply to these cases, the simultaneous submission of multiple queries may allow us to further optimize the performance of inference control.

We denote a query $q$ by a 2-tuple $(F, \{x_1, \ldots, x_{|q|}\})$, where $F$ is the aggregate function of $q$, $|q|$ is the number of cells (including both pre-known and sensitive cells) covered by $q$, and $x_1, \ldots, x_{|q|}$ are the covered cells. If a cell $x$ is covered by $q$, we say that $x \in q$. For each query $q$, let $q$ be the correct answer to $q$. For a given time, let $Q_k$ be the set of queries $q$ for which user $C_k$ has received answers.\(^\text{3}\) We refer to $Q_k$ as the query history of $C_k$ at the given time. Both the data warehouse server and $C_k$ knows $Q_k$.

3.2 Models of Privacy Intrusion Attacks and Defensive Countermeasures

A user $C_k$ can be an adversary intending to compromise the private information about sensitive cells $x$ ($x \notin G_k$) that it has no right to access. In order to do so, $C_k$ may launch an inference attack by inferring private information about $x$ from the pre-known cells in $G_k$ as well as the historic query answers in $Q_k$. Throughout this paper, we make a worst-case assumption that each (malicious) user is computationally unbounded in that its inference attack may compromise the maximum possible private information about $x$ ($x \notin G_k$) from $Q_k$ and $G_k$ irrespective of the computational cost. In the majority of the paper, we follow a common assumption in the literature [1] that the users do not share $G_k$ and $Q_k$ with each other. Nevertheless, we shall extend our approach to address the threats from colluding users in Section 8.1.

In order to defend against inference attacks, the data warehouse server may employ an inference control component to control the query answers issued to the users. When the data warehouse server receives a query $q$ from a user $C_k$, the inference control component of the data warehouse server either rejects the query or provides the correct answer by transmitting $q$ to $C_k$. The decision is made based on the received query $q$ as well as the pre-known set $G_k$ and the query history $Q_k$ of the user.

3.3 Performance Measures

An inference control approach should be measured by its ability to protect privacy and answer OLAP queries. We define the measures for privacy disclosure and query availability respectively, as follows.

3.3.1 Privacy Disclosure Measure

We define a continuous measure for privacy disclosure in order to capture both exact and partial disclosure of private information. For each cell $x$, we assume that the prior distribution of $x$ is public information to both the data warehouse server and the users. This is a reasonable assumption in practice because many attributes, such as age and salary, have underlying probability distributions that both the data warehouse server and the users can learn from external knowledge [23]. We restrict our discussion in this paper to discrete distributions of $x$ - we assume a simple discretization of continuous data to resemble discrete values. For the sake of simplicity, we also assume that a user cannot directly compromise information about a sensitive cell $x$ from the pre-known cells in $G_k$ (i.e., $H(x) = H(x|G_k)$ where $H(\cdot)$ is information entropy [12]), because otherwise no inference control approach can prevent such disclosure from happening.

Note that 1) this does not mean that we assume the cells to be independent (we shall propose in Section 5.2 an algorithm that supports interdependent cells), and 2) when information about a sensitive cell $x$ can indeed be inferred from the pre-known set $G_k$, we can always adjust our definition of the privacy disclosure measure accordingly by changing the belief of the data warehouse server and the users on the prior distribution of $x$.

Definition 1. For a given user $C_k$ and its query history $Q_k$, the level of privacy disclosure on a sensitive cell $x \notin G_k$ is defined as:

$$I_p(x; Q_k) = \frac{I(x; Q_k|G_k)}{H(x)},$$

where $H(x)$ is the information entropy of $x$, and $I(x; Q_k|G_k)$ is the mutual information between $x$ and $Q_k$ given $G_k$.

Note that since $G_k$ does not change during the query answering process, we do not include it as a variable in $I_p(x; Q_k)$. Please refer to information theory textbook [12] for the formal definitions of information entropy and mutual information. Intuitively, $H(x)$ measures the amount of information in (i.e., the degree of uncertainty

3. With a slight abuse of notation but without introducing ambiguity, we also use $Q_k$ to denote the set of query answers received by $C_k$. 
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of) x, while \( I(x; Q_k | G_k) \) measures the amount of additional information about x that one can infer from \( Q_k \) given \( G_k \) as pre-knowledge. Due to our assumption of \( H(x) = H(x | G_k) \), the privacy disclosure level \( l_p(x; Q_k) \in [0, 1] \) measures the percentage of information about x that \( C_k \) can infer from \( Q_k \) and \( G_k \). For example, when \( C_k \) is able to infer the precise value of x, there is \( I(x; Q_k | G_k) = H(x) \) and \( l_p(x; Q_k) = 1 \). When \( C_k \) can infer no information about x, there is \( I(x; Q_k | G_k) = l_p(x; Q_k) = 0 \). The greater \( l_p(x; Q_k) \) is, the more information about x can be inferred by \( C_k \) from \( Q_k \) and \( G_k \).

In order to provide an intuitive explanation of our privacy disclosure measure, we show that a data owner can specify its privacy requirements on the posterior probability \( P(x | Q_k, G_k) \) in terms of an upper bound on \( l_p(x; Q_k) \). Suppose that x is a discrete variable with domain set of \( V(x) \). We have the following theorem:

**Theorem 3.1.** For all users \( C_k \), cells x, and values \( x_0 \in V(x) \), no user can have expected probability of \( \Pr\{x = x_0 | G_k, Q_k\} > p_1 \) or \( \Pr\{x = x_0 | G_k, Q_k\} < p_2 \), where \( p_1 > 1/|V(x)| \) and \( p_2 < 1/|V(x)| \), if

\[
l_p(x; Q_k) \leq 1 + \min_{i \in [1, 2]} \frac{(1 - p_i) \cdot \log \frac{1 - p_i}{p_i} + p_i \log p_i}{H(x)}.
\]

Due to space limitations, please refer to [41] for the proof. As we can see from the theorem, the more difference there is between \( \Pr\{x = x_0 | G_k, Q_k\} \) and \( 1/|V(x)| \), the greater \( l_p(x; Q_k) \) will be. For example, when the prior distribution of x is uniform on \( \{0, 1\} \), no user can have expected probability of \( \Pr\{x = 1 | G_k, Q_k\} \) over 3/4 or under 1/4 if \( l_p(x; Q_k) \leq 0.188 \). Similar to the transformation from \( P(x | Q_k, G_k) \) to \( l_p(x; Q_k) \) demonstrated in the theorem, a data owner can also transform many other probabilistic notions of privacy requirements, such as the probabilistic compromise measure [23] and the \( p_1 \)-to-\( p_2 \) privacy measure [17], to upper bounds on \( l_p(x; Q_k) \).

Note that when we adopt the information-theoretic measure of \( l_p(x; Q_k) \) to capture the partial disclosure of private information, we also introduce an inherent problem of information-theoretic measures found in existing work [17]: Since an information-theoretic measure quantifies the average amount of disclosed information, there exist extreme-case privacy disclosure with a small probability of occurrence that cannot be captured by information-theoretic measures. We shall further elaborate on such extreme-case privacy disclosure by examples shown in Section 4.2. In addition, we provide a solution in the technical report [41]. Nonetheless, we argue that the information-theoretic measure \( l_p(x; Q_k) \) is still suitable for measuring privacy disclosure in OLAP because 1) as we shall show in Section 4.2, the extreme-case privacy disclosure only occurs with a rather small probability, and 2) as we shall show in [41], when such extreme-case privacy disclosure occurs, it can be effectively eliminated by integrating inference control with input/output perturbation.

### 3.3.2 Query Availability Measure

Another important performance measure for privacy protection in OLAP is the system’s ability to provide accurate answer queries to the users (i.e., the utility of inference control [29]). Since an inference control approach either rejects a query or answers it correctly, for a given user \( C_k \), we define the query availability level \( l_a(C_k) \in [0, 1] \) as the percentage of queries issued by \( C_k \) that are (correctly) answered by the data warehouse server. Note that the query availability level depends not only on the set of pre-known cells \( G_k \) and the queries issued by \( C_k \), but also on the order in which the queries are issued. Formally, we have the following definition:

**Definition 2.** Let \( \bar{Q} = \{q_1, \ldots, q_m\} \) be a sequence (i.e., ordered list) of queries issued by \( C_k \). The query availability level for \( C_k \) is defined as:

\[
l_a(C_k) = \frac{|\{q_i | q_i \text{ is answered when } C_k \text{ issues } \bar{Q}\}|}{m}.
\]

### 3.4 Problem Statement

Based on the performance measures defined in the above subsection, we can now formally state the problem of inference control. As we can see, the objective of inference control in OLAP is to answer as many queries as possible without violating the privacy requirements imposed by the data owners. It is impractical to guarantee that absolutely no private information will be disclosed because almost every query answer that covers a sensitive cell x may disclose a certain (albeit small) percentage of private information about x (i.e., \( I(q; x | G_k) > 0 \) for \( x \in q \) and \( x \notin G_k \)). For example, a MIN query answer \( q = v \) on 100 cells always reveals that every cell included in the query has value of at least \( v \), and thus may disclose certain information about each cell. As such, we allow the owners of private cells to specify an upper bound on the level of privacy disclosure as follows.

**Definition 3.** For a given cell x, the maximum acceptable level of privacy disclosure on x is an upper bound \( I(x) \in (0, 1] \) specified by the owner of x such that for each user \( C_k \) which does not know x as pre-knowledge (i.e., \( x \notin G_k \)), the data warehouse server must guarantee that at any time, the query history \( Q_k \) of the user satisfies

\[
l_p(x; Q_k) < I(x).
\]
Note that although we allow data owners the freedom to assign arbitrary \( l(x) \) to their cells, some of the bounds, if not carefully chosen, may not be meaningful in real systems due to the interdependency between values of different cells. For example, consider the case where two cells \( x_1 \) and \( x_2 \) always have the same value (i.e., \( x_1 \equiv x_2 \)). If the owner of \( x_1 \) specifies \( l(x_1) = l_1 \), any bound on \( x_2 \) with \( l(x_2) > l_1 \) is meaningless because by the time a user \( C_k \) reaches \( l_p(x_2;Q_k) \geq l(x_2) \), the user must have already violated the privacy of \( x_1 \) (i.e., \( l_p(x_1;Q_k) = l_p(x_2;Q_k) \geq l(x_2) > l_1 \)). In this paper, we address such “inconsistent” owner-specified thresholds by designing inference control approaches that satisfy the maximum acceptable disclosure levels imposed on all cells. This way, our design always follows the most restrictive bound such as \( l_1 \) in the above example.

Based on the definition of maximum acceptable privacy disclosure level, we can now define the safety of a query:

**Definition 4.** For a given user \( C_k \) and its query history \( Q_k \), a query \( q \) issued by \( C_k \) is safe if and only if \( \forall x \notin G_k \),

\[
l_p(x; Q_k \cup \{q\}) < l(x). \tag{5}
\]

According to the definition, a query is safe if and only if by answering the query, the data warehouse server will not violate the maximum acceptable level of privacy disclosure imposed by the data owners. Recall that the data warehouse server has no knowledge about future queries. Hence, an ideal inference control approach should answer a query if and only if the query is safe. Nonetheless, it is difficult, if not impossible, to achieve this ideal objective efficiently. Indeed, a special case of the problem, where \( l(x) = 1 \) for all cells \( x \), has been proven to be NP-hard in statistical databases with the presence of mixed SUM and MAX queries [9], [14]. In order to design efficient inference control approaches, a common compromise is to reject all unsafe queries, and to answer as many safe queries as possible. Formally, the problem of inference control is stated as follows.

**Definition 5.** (Problem Statement). For a given user \( C_k \), the objectives of inference control on processing queries from \( C_k \) include:

- **Objective O\(_1\):** to reject all unsafe queries submitted by \( C_k \), and
- **Objective O\(_2\):** to maximize the query availability level \( l_a(C_k) \) when \( O_1 \) is achieved.

In the following sections, we shall propose inference control algorithms based on the problem statement.

## 4 Our New Approach

In this section, we present the basic idea of our information-theoretic approach for inference control. We first introduce the basic workflow of our approach. Then, we define two categories of aggregate functions, namely MIN-like and SUM-like functions, based on their information-theoretic properties. We use examples to illustrate our basic ideas of dealing with these two types of functions respectively. The detailed algorithms of our approach will be presented in Section 5.

### 4.1 Basic Workflow

We first briefly introduce the basic workflow of our inference control approach. Recall that Objective \( O_1 \) of inference control is to guarantee \( l_p(x; Q_k) < l(x) \) for all sensitive cells \( x \notin G_k \). Also note that we cannot directly compute \( l_p(x; Q_k) \) for each and every cell \( x \) because of the large number of possible cells (which grows exponentially with the dimensionality \( n \)). Thus, in order to achieve Objective \( O_1 \), we propose to maintain an upper-bound estimate of \( \max_x l_p(x; Q_k) \) as \( \max_x (l_p(x; Q_k)) \) for each user \( C_k \), such that \( \forall x \notin G_k, \max(l_p(x; Q_k)) \geq l_p(x; Q_k) \). As such, when a new query \( q \) is received from \( C_k \), the data warehouse server only needs to compute \( \max(l_p(x; Q_k \cup \{q\}) \) based on \( l_{\text{max}}(Q_k), G_k, q_k, \) and \( q \), and answers \( q \) if and only if \( \max(l_p(x; Q_k \cup \{q\}) < l(x) \). If \( q \) is answered, the server needs to update \( \max(l_p(x; Q_k) \) to \( \max(l_p(x; Q_k \cup \{q\}) \).

Since a loose upper bound on \( \max(l_p(x; Q_k) \) may prevent future queries from being answered, in order to achieve Objective \( O_2 \) of inference control, the estimated upper bound on \( \max(l_p(x; Q_k) \) must be tight enough to support an acceptable level of query availability. The computation of such upper-bound estimate must also be efficient in order to answer (or reject) queries in a timely manner. Thus, the key challenge is to find an efficient approach that generates a fairly tight upper-bound estimate on \( \max(l_p(x; Q_k) \). We focus on our ideas for tackling this challenge in the rest of this subsection.

Note that \( l_p(x; Q_k) = 0 \) when \( Q_k \) is empty. Thus, in order to generate an upper-bound estimate on \( \max(l_p(x; Q_k \cup \{q\}) \), we only need to compute

\[
l_{\text{max}}(q|Q_k) = \max_x l_p(x; Q_k \cup \{q\}) - l_p(x; Q_k). \tag{6}
\]

which is (intuitively) the additional amount of information about \( x \) that one can derive from the query answer \( q \) given \( Q_k \) and \( G_k \) pre-knowledge. A critical step for efficiently computing a (fairly) tight upper bound on \( \max(q|Q_k) \) is to change the view of computing \( \max(q|Q_k) \) as follows.

\[
l_{\text{max}}(q|Q_k) = \max_x \frac{I(x; Q_k, q|G_k) - I(x; Q_k|G_k)}{H(x)} \tag{7}
\]

\[
= \max_x \frac{I(x; q|Q_k, G_k)}{H(x)} \tag{8}
\]

\[
= \max_x \frac{I(q; x|Q_k, G_k)}{H(x)} \tag{9}
\]

\[
= \max_x \frac{H(q|Q_k, G_k) - H(q|Q_k, G_k, x)}{H(x)}. \tag{10}
\]

Intuitively, \( H(q|Q_k, G_k) - H(q|Q_k, G_k, x) \) in the equation is the additional amount of information about \( q \) that can be derived from \( x \) while given \( Q_k \) and \( G_k \) as pre-knowledge. This transformation is critical in that it
enables us to change our view from considering how much information about \( x \) is disclosed by \( q \) to how much information about \( q \) can be derived from \( x \). After the transformation, the computation of \( \ell_{\max}(q|Q_k) \) can be restated as follows:

Given \( G_k \) and the current value of \( Q_k \), how much additional information about \( q \) can \( C_k \) learn if it knows one more cell as pre-knowledge?

As we shall show in the next subsection, the restated problem allows us to efficiently derive an upper bound on \( \ell_{\max}(q|Q_k) \) (for all \( x \)) without computing \( \ell_p(x; Q_k \cup \{q\}) \) for each and every \( x \not\in G_k \). In particular, we shall use some examples to illustrate our basic idea of computing \( \ell_{\max}(q|Q_k) \) for various types of aggregate functions. The detailed computation of \( \ell_{\max}(q|Q_k) \) will be illustrated in the inference control algorithms presented in Section 5.

We would like to note that the basic workflow introduced above is not limited to inference control in OLAP. More generally, if we consider \( x \) as a sensitive data point and \( q \) as an aggregate query over such data points, then the above workflow readily applies to the traditional problem of inference control for statistical databases [1]. Nonetheless, the following discussions on the actual processing of various aggregate functions, especially SUM-like ones, are specific to an OLAP system. Due to space limitations, we discuss in the technical report [41] the extension of our results to the generic inference control problem.

### 4.2 Basic Ideas for Various Aggregate Functions

The computation of \( \ell_{\max}(q|Q_k) \) critically depends on the aggregate function of \( q \) (e.g., MIN or SUM). In this subsection, we shall introduce two categories of common aggregate functions, namely MIN-like and SUM-like functions, each of which is composed of functions that share common characteristics in the computation of \( \ell_{\max}(q|Q_k) \). For each category, we shall present our basic ideas for computing \( \ell_{\max}(q|Q_k) \) of queries with aggregate functions in that category.

#### 4.2.1 MIN-like Functions

MIN-like functions include MIN and MAX. A common property of MIN-like functions is, for query size \(|q| \gg 1\), there is \( H(q) \ll H(x) \). We demonstrate this property in the following example:

Suppose that each cell \( x \) is chosen uniformly at random from 0 and 1. Consider query \( q \) which is the minimum of 100 such cells (i.e., \(|q| = 100\)). Suppose that all \( \log(\cdot) \) in the paper is logarithm with base 2. We have \( H(x) = \log(2) = 1 \), and \( H(q) \approx 100/2^{100} \ll 1 \).

With this property of \( H(q) \) being extremely small with large \(|q|\), we can compute an upper bound on \( \ell_{\max}(q|Q_k) \) as follows: \( \forall Q_k \) and \( G_k \), we have

\[
\ell_{\max}(q|Q_k) = \max \frac{H(q)}{H(x)} \approx \frac{1}{293}.
\]

That is, due to the upper bound derived in (11), we can safely answer about \( 2^{93} \cdot \ell(x) \) of such MIN queries without violating the privacy requirements of data owners. As we can see, this lower bound is tight enough for many practical OLAP applications. Thus, the property of MIN-like functions can enable us to derive effective upper bounds of \( \ell_{\max}(q|Q_k) \) as \( \max_x \{H(q)/H(x)\} \).

As we shall show in Section 5, this is our basic idea of dealing with MIN-like functions in the proposed inference control algorithms. Note that such computation is extremely efficient (with complexity of \( O(1) \)) and does not require the storage of any historical queries (other than the original value of \( \ell_{\max}(Q_k) \) in order to properly update it to \( \ell_{\max}(Q_k \cup \{q\}) \)).

There may be a question, as in the above example, of what will happen if the answer to the MIN query is \( q = 1 \) when \(|q| = 100\)? The user can then infer that every cell covered by \( q \) has a value of 1. This is an example of the extreme-case privacy disclosure problem we mentioned in Section 3.3. Note that extreme-case privacy disclosure has a small probability of happening, but (once it happens) can result in serious privacy breaches. Since the probability of \( q = 1 \) is extremely small, our information-theoretic privacy measure (for the average case) cannot capture such disclosure. Our approach may be extended to prevent such extreme-case disclosure from happening. Due to space limitations, we present such an extension in the technical report [41].

#### 4.2.2 SUM-like Functions

SUM-like functions include COUNT, SUM, AVG, MEDIAN, MODE, and STANDARD DEVIATION.

Our basic idea of processing a SUM-like query is to count the number of cells covered by the query that can independently change the query answer without influencing (or violating) the historic queries answers and the prior knowledge of the adversaries. Therefore, we define SUM-like functions as non-MIN-like aggregate functions that share the following property: For a given query \( q \), when a sensitive cell \( x \in q \) changes its value from \( x_0 \) to \( x_1 \), for any other cell \( y \in q \), there always exists a pair of values \( y_0 \) and \( y_1 \) such that when \( y \) also changes from \( y_0 \) to \( y_1 \) and no other cell in \( q \) changes, the query answer \( q \) remains the same. As we can see, the definition of SUM-like queries mandates that a cell can change without alternating a SUM-like query answer that covers it. For example, when the function is SUM, there exists \( y_1 = y_0 + y_{0-1} \). Note that MIN and MAX do not satisfy this condition. For example, when the minimum cell \( x \) covered by a MIN query changes from \( x_0 \) to \( x_{0-1} \), the query answer \( q \) can never remain the same no matter how the other cells change their values.

We now introduce our basic idea to compute \( \ell_{\max}(q|Q_k) \) for SUM-like functions. In order to do so, we first define the maximum self-supportive subset of a SUM-like query \( q \). Based on the definition of a SUM-like query, a self-supportive subset further isolates a set of cells that can independently change a SUM-like query answer.
Suppose that \( Q \) is self-supportive iff \( \Omega \subseteq q \) is sensitive cells only (i.e., \( \Omega \cap G_k = \emptyset \)), and for all \( x \in \Omega \), there exists a corresponding set of sensitive cells \( S(x) \) such that

1. \( x \in S(x) \),
2. \( \forall x_1 \in \Omega \) with \( x_1 \neq x \), \( S(x) \cap S(x_1) = \emptyset \), and
3. When \( x \) changes its value and all cells in the data cube except those in \( S(x) \) remain unchanged, all answers to

A self-supportive subset \( \Omega \) of \( q \) is maximum self-supportive iff there is no self-supportive subset \( \Omega' \) of \( q \) such that \( |\Omega| < |\Omega'| \).

To illustrate the definition of self-supportive subset, consider the example shown in Table 2 of Section 2.

When \( Q_k = \{q_1, q_3, q_5\} \) and \( q = \{q_0, \{\text{CD/June} \} \) is self-supportive with \( S(\text{CD/June}) = \{\text{CD/June}, \text{DVD/June} \} \) because \( S(\text{CD/June}) \cap q = \text{CD/June} \), and when \( \text{CD/June} \) changes its value, say from 27 to 29, no query answer in \( Q_k \) will change if \( \text{DVD/June} \) changes accordingly from 16 to 14. \( \{\text{CD/April} \} \) is also self-supportive with \( S(\text{CD/April}) = \{\text{CD/April}, \text{Book/April}, \text{Book/June}, \text{DVD/June} \} \). Nevertheless, \( q_6 \) itself ((\{CD/CD, April/June\}) is not self-supportive because \( S(\text{CD/April}) \) and \( S(\text{CD/June}) \) have either \( \text{DVD/June} \) or \( \text{CD/April} \) in common, which violates Condition 2 of Definition 6. Thus, both \( \{\text{CD/June} \} \) and \( \{\text{CD/April} \} \) are maximum self-supportive subsets of \( q \).

Let \( n_q \) be the size of a maximum self-supportive subset of \( q \). We propose to process SUM-like queries by computing an upper-bound estimate of \( l_{\text{max}}(q|Q_k) \) based on \( n_q \). The basic idea of such computation is due to the following two properties of SUM-like functions which we shall demonstrate in Section 6: 1) the value of \( H(q|Q_k, G_k) - H(q|Q_k, x, G_k) \) decreases when \( n_q \) increases, and 2) a lower bound on \( n_q \) can be efficiently derived from the number of sensitive cells covered by \( q \) and by the query history \( Q_k \). As such, our methodology for computing \( l_{\text{max}}(q|Q_k) \) is to first derive a lower bound on \( n_q \) and then compute \( l_{\text{max}}(q|Q_k) \) based on the derived lower bound.

For example, consider a 2-dimensional data cube with each cell chosen uniformly at random from 0 and 1. Suppose that \( Q_k \cup \{q\} \) is composed of skeleton queries on the SUM of a row or a column of the data cube. As we shall prove in Section 6, there is

\[
\frac{l_{\text{max}}(q|Q_k)}{1 - l_{\text{max}}(Q_k)} \leq \frac{1}{2} \log \left( \frac{n_q}{n_q - 1} \right).
\]

Consider the case where \( Q_k = \emptyset \). When \( n_q = 2 \), we have \( l_{\text{max}}(q|Q_k) \leq 1/2 \). Nonetheless, when \( n_q \) increases to 100, the value of \( l_{\text{max}}(q|Q_k) \) can be reduced to less than 1/100. As we can see, when \( n_q \) is large, the value of \( l_{\text{max}}(q|Q_k) \) derived from \( n_q \) can serve as an effective upper-bound estimate for processing queries with SUM-like functions.

4.2.3 Discussions of MIN-like and SUM-like functions

MIN-like and SUM-like functions cover most of the common aggregate functions. In this paper, we consider the following lists of MIN-like and SUM-like functions:

- MIN-like functions: MIN and MAX
- SUM-like functions: SUM, AVG, COUNT, MEDIAN, and STANDARD DEVIATION.

We would like to note that our processing of MIN-like functions can also be extended to other similar functions, such as RANGE (i.e., MAX-MIN), as long as the function has entropy much smaller than that of the covered data points. Nonetheless, MIN-like and SUM-like functions do not constitute a comprehensive classification of all aggregate functions. For example, consider an aggregate function that returns, as a result, a 2-tuple \( q = (q_1, q_2) \) where \( q_1 \) and \( q_2 \) are the MIN and SUM of all covered cells, respectively. This function does not satisfy the property of MIN-like functions because \( H(q) \geq H(q_1) \geq H(x) \). It is not SUM-like either because as we have shown above, the \( q_1 \) component with MIN function does not satisfy the property of SUM-like functions. Thus, this aggregate function is neither MIN-like nor SUM-like.

Note that our definition of MIN-like and SUM-like functions is independent of the classification of aggregation functions into distributive, algebraic, and holistic ones [20]. For example, a SUM-like function can be distributive (e.g., SUM), algebraic (e.g., AVG), or holistic (e.g., MEDIAN).

5 Inference Control Algorithm

In this section, we present the detailed algorithm of our information-theoretic inference control approach. In order to help readers better understand the methodology of our proposed approach, we first show the algorithm on a simple case of 2-dimensional data cube in which each cell follows a uniform distribution on \{0, 1\} and has a constant \( l(x) \). After that, we present a generic algorithm for \( n \)-dimensional data cubes with cells of arbitrary distribution and heterogeneous \( l(x) \). At the end of this section, we shall show that both algorithms satisfy the simulatable auditing model [23] and disclose no private information through query rejections.

5.1 Algorithm A: A Simple 2-Dimensional Case

We first consider a simple case with a 2-dimensional \( d_1 \times d_2 \) data cube, in which each sensitive cell \( x \) is uniformly distributed on \{0, 1\}, and has a constant owner-specified threshold \( l(x) = l \in [0, 1] \). Note that the assumptions of uniform distribution and constant \( l(x) \) (for all cells) are certainly not realistic models of real-world data. Nonetheless, we would like to remark that the introduction of Algorithm A is not intended to promote the practical usage of it. Instead, we use it as a simple demonstration of the power of our information-theoretic approach, and a foundation for the introduction of Algorithm B, which is a generic and practical algorithm for \( n \)-dimensional data cubes with arbitrary distribution.

4. Nevertheless, this function can be supported by our approach if we consider it as two separate queries on MIN and SUM.
Before presenting the inference control algorithm, we first introduce some basic notions: Given user $C_k$ and received query $q$, let $r_k(q)$ be the number of cells in $q$ that belong to $G_k$ (i.e., known by $C_k$ as pre-knowledge). Recall that $|q|$ is the number of all cells in $q$. Let $Q_k$ be the set of SUM-like queries in the query history $Q_k$, and $|Q_k|$ be the number of queries in $Q_k$. Let $\sigma_k$ be the number of pre-known cells covered by at least one query in $Q_k$. That is,

$$\sigma_k = |\{x | x \in G_k, \exists q \in Q_k^S \text{ such that } x \in q\}|.$$  

(13)

Let $\mu_k$ be the minimum number of sensitive cells covered by a SUM-like query in the query history:

$$\mu_k = \min_{q \in Q_k^S} |q| - r_k(q).$$  

(14)

Algorithm A shows our inference control algorithm for the simple case. In the algorithm, we use $l_p$ to denote the current upper-bound estimate on $l_{\text{max}}(Q_k)$. When $Q_k = \emptyset$, the initial values of the parameters are $\mu_k = \infty$, $\sigma_k = 0$, and $l_p = 0$. With the algorithm, when a new query $q$ is received, the data warehouse server computes an upper-bound estimate on $l_{\text{max}}(q|Q_k)$ as $l_0$, and answers the query if and only if $l_p + l_0$ is less than the owner-specified threshold $l$.

Algorithm A Inference Control for a $d_1 \times d_2$ data cube with $\{0, 1\}$-Uniform Distribution

1: {When a query $q$ is received.}
2: if function of $q$ is MIN-like then
3: \quad $l_0 \leftarrow |q| - \log(2^{|q|} - 1) + \frac{\log(2^{|q|} - 1)}{2^{|q|}}$
4: else if function of $q$ is SUM-like and $\mu_k > 0$ then
5: \quad $\mu \leftarrow \min(\mu_k, d_1 + d_2 - |Q_k^S|, d_1/2, d_2/2)$
6: \quad $\sigma_0 \leftarrow |q| - r_k(q) = \max(0, \left\lfloor \frac{1}{2}(d_1 + d_2 - |q| + 1) \right\rfloor)$
7: \quad $l_0 \leftarrow 1 - l_p + \log \frac{n_0}{n_0 - 1}$
8: end if
9: if $l_p + l_0 \geq l$ then
10: \quad return $\emptyset$. {Reject query $q$}
11: else
12: if function of $q$ is SUM-like then
13: \quad $\mu_k \leftarrow \min(\mu_k, |q| - r_k(q))$
14: \quad $\sigma_k \leftarrow \sigma_k + r_k(q)$
15: \quad $|Q_k^S| \leftarrow |Q_k^S| + 1$
16: end if
17: $l_p \leftarrow l_p + l_0$
18: return $q$. {Answer query $q$ correctly}
19: end if

In particular, if the received query $q$ has MIN-like aggregate function, $l_0$ is computed in Step 3 as

$$l_0 = \frac{H(q)}{H(x)} = |q| - \log(2^{|q|} - 1) + \frac{\log(2^{|q|} - 1)}{2^{|q|}}.$$  

(15)

Since $l_{\text{max}}(q|Q_k) \leq H(q)/H(x)$ for MIN-like functions (due to (11)), MIN-like query answers issued by Algorithm A will not violate the privacy requirements specified by the data owners.

If the received query $q$ has SUM-like aggregate function, the data warehouse server first computes in Steps 5 and 6 a lower-bound estimate of $n_q$ as $n_0$ based on $\mu_k$, $\sigma_k$, and $|Q_k^S|$. Recall that $n_q$ is the number of cells in the maximum self-supportive subset of $q$. Then, the data warehouse server computes $l_0$ in Step 7 as

$$l_0 = 1 - \frac{1}{n_0} \log \frac{n_0}{n_0 - 1},$$  

(16)

we shall justify the computation of $l_0$ in Section 6 by proving that $l_{\text{max}}(q|Q_k) \leq l_0$ for SUM-like functions.

If $l_p + l_0 < l$ (i.e., query answer $q$ can be issued to user $C_k$), then the data warehouse server updates the values of $\mu_k$, $\sigma_k$, $|Q_k^S|$, and $l_p$ in Steps 12 to 17. As we can see, only $l_p$ needs to be updated for MIN-like queries while all four parameters are updated for SUM-like ones.

Table 3 demonstrates the execution of Algorithm A for the two-dimensional data cube defined in Table 2. Since the processing of MIN-like queries is relatively straightforward, we study two sequences of SUM-like queries, Case 1: $\langle q_1, q_5, q_6, q_3 \rangle$ and Case 2: $\langle q_1, q_3, q_5, q_6 \rangle$, respectively, as examples. For each sequence, Table 3 shows the values of $n_0$ and $l_0$ after each query is received and the answer/reject decision made when the owner-specified threshold is $l = 1$ (i.e., only exact disclosure is of concern), as well as the values of $\mu_k$ and $\sigma_k$ after the decision. As we can see from Table 3, the query answer/reject decisions made by Algorithm A conforms to our analysis in Section 2 which concludes that both sequences will result in the exact disclosure of DVD/June, and thus should be rejected at the last query when only exact disclosure is of concern.

### 5.2 Algorithm B: A Generic $n$-d Algorithm

We now present Algorithm B as a generalization of Algorithm A to $n$-dimensional data cubes. Compared with Algorithm A, Algorithm B removes the assumption of uniform distribution and constant $l(x)$ on all cells. Instead, Algorithm B supports cells of arbitrary prior distribution and heterogeneous owner-specified thresholds $l(x)$. Most of the variables used in Algorithm B are the same as those in Algorithm A. To accommodate the
arbitrary thresholds \( l(x) \), we introduce two additional parameters \( l(q) \) and \( l_k \). \( l(q) \) is the minimum value of \( l(x) \) for all cells \( x \) included in a query \( q \),

\[
l(q) = \min_{x \in q} l(x),
\]

while \( l_k \) is the minimum value of \( l(q) \) for all \( q \in Q_k \).

\[
l_k = \min_{q \in Q_k} l(q).
\]

To accommodate the arbitrary distribution of \( x \), we introduce three auxiliary inputs: \( H(x) \), \( f_{\max}(q,c) \), and \( f_{\min}(q,c) \), all of which can be derived from the prior distribution of cells, which is public information available to both the data warehouse server and the users due to our system settings presented in Section 3. In particular, \( H(x) \) is the minimum entropy of a sensitive cell \( x \) while \( f_{\max}(q,c) \) and \( f_{\min}(q,c) \) are, respectively, the maximum and minimum entropy of a query answer which has the same aggregate function as \( q \) and is composed of \( c \) cells in \( q \). For example, in the simple case addressed by Algorithm A, we have

\[
f_{\max}(q,c) = f_{\min}(q,c) = c - \log(2^c - 1) + \frac{\log(2^c - 1)}{2c}
\]

for queries \( q \) with MIN-like aggregation functions, and

\[
f_{\max}(q,c) = f_{\min}(q,c) = \frac{1}{2} \log\left(\frac{\pi c e c}{2}\right)
\]

for queries \( q \) with SUM function. It is easy to verify that for the simple case, Algorithm B can be reduced to Algorithm A if we substitute \( l(q) \) and \( l_k \) with \( l \) and substitute \( f_{\max}(l,c) \) and \( f_{\min}(l,c) \) with the corresponding values in (19) and (20). Note that in the general case addressed by Algorithm B, the values of \( f_{\max} \) and \( f_{\min} \) might be different (i.e., \( f_{\max}(q,c) > f_{\min}(q,c) \)) when cells covered by \( q \) follow different distributions or are correlated with each other (i.e., \( I(x_1,x_2) > 0 \) for \( x_1,x_2 \in q \)).

The execution process of Algorithm B is similar to that of Algorithm A, with an exception that instead of maintaining one copy of parameters \( \mu_k, \sigma_k \), and \( |Q_k| \) for each user, Algorithm B maintains a different copy of \( \mu_k \) and \( \sigma_k \) for each of the previously answered SUM-like queries. In particular, for each subcube \( \Theta \) corresponding to a SUM-like query answer \( q_0 \in Q_k \), Algorithm B maintains \( (\Theta, \mu_k(\Theta), \sigma_k(\Theta)) \) in the subcube-history set \( \Theta_k^S \), where \( \mu_k(\Theta) \) is the number of sensitive cells in \( \Theta \) and \( \sigma_k(\Theta) \) is the number of pre-known cells in \( \Theta \) that has not been covered by any query answer issued prior to \( q_0 \). With the subcube-history set \( \Theta_k^S \), while processing an \( h \)-dimensional SUM-like query \( q \), the data warehouse server computes \( l_0 \) as the maximum value for all \( (h+1) \)-dimensional (skeleton) subcubes \( \Theta_i \) (defined in Step 6) that contain \( q \) as a subset. In the computation for each \( \Theta_i \) (Steps 7 to 11), we take into consideration the values of \( \mu_k(\Theta') \) and \( \sigma_k(\Theta') \) for all \( \Theta' \) in the subcube-history \( \Theta^S_k \) that satisfies \( \Theta' \subseteq \Theta_i \). As we can see, when \( n = 2 \) and \( h = 1 \) (i.e., the two-dimensional case addressed by Algorithm A), there is only one \( (h+1) \)-dimensional subcube which is the data cube itself. Thus, \( |\Gamma_i|, \min\{\mu_k(\Theta)\} |\Theta \in \Gamma_i| \) and \( \sum\{\sigma_k(\Theta) |\Theta \in \Gamma_i| \} \) in Algorithm B will be reduced to \( Q_k^S, \mu_k, \) and \( \sigma_k \) in Algorithm A, respectively.

**Algorithm B for n-d Arbitrary Distribution**

**Require:** \( h \)-dimensional query \( q \) on subcube \( (a_1,\ldots,a_{n-h},\text{ALL},\ldots,\text{ALL}) \), \( l_0 = 0 \).

1: {When a query \( q \) is received.}
2: if function of \( q \) is MIN-like then
3: \( l_0 \leftarrow f_{\max}(q,|q|)/H(x) \).
4: else if function of \( q \) is SUM-like then
5: for \( i \in 1 \rightarrow n - h \) do
6: \( \Theta_i \leftarrow (a_1,\ldots,a_{i-1},\text{ALL},a_{i+1},\ldots,a_{n-h},\text{ALL},\ldots,\text{ALL}) \).
7: \( \Gamma_i \leftarrow \{\Theta' | \Theta' \subseteq \Theta_i \} \).
8: \( \mu \leftarrow \min\{\mu_k(\Theta') | \Theta' \in \Gamma_i \} \).
9: \( \sigma \leftarrow \mu + \frac{|\Gamma_i|}{2} \).
10: \( n_0 \leftarrow |q| - r_k(q) - t \).
11: \( l_0 \leftarrow \max(l_0, (1 - t) \cdot (f_{\max}(q,n_0) - f_{\min}(q,n_0 - 1))/H(x)) \).
12: end for
13: end if
14: if \( l_p + l_0 \geq \min(l_k,l(q)) \) then
15: return \( \emptyset \). {Reject query \( q \)}
16: else
17: if function of \( q \) is SUM-like then
18: \( \mu_k(\Theta) \leftarrow \mu(\Theta) \).
19: \( \Gamma \leftarrow \{\Theta' | \Theta' \subseteq \Theta_k^S, \Theta' \subseteq \Theta \} \).
20: \( \sigma_k(\Theta) \leftarrow \sigma(\Theta) - \sum_{\Theta' \in \Gamma} \sigma_k(\Theta') \).
21: \( \Theta_k^S \leftarrow \Theta_k^S \cup \{\Theta, \mu_k(\Theta), \sigma_k(\Theta)\} \).
22: end if
23: \( l_k \leftarrow \min(l_k, l(q)) \).
24: \( l_p \leftarrow l_p + l_0 \).
25: return \( q \). {Answer query \( q \) correctly}
26: end if

**5.3 Simulatability of Algorithms A and B**

We now show that both Algorithms A and B satisfy the simulatable auditing model [23]. Note that either algorithm makes the answer/reject decision for a received query \( q \) based on \( q \), the query history \( Q_k \), the pre-known set \( G_k \), the prior distribution of the cells, and nothing else. Neither algorithm uses the values of sensitive cells or the answer to \( q \) as input. As such, all inputs to Algorithms A and B are public information available to the users. Thus, the answer/reject decisions made by the data warehouse server are fully simulatable by the users. Due to the definition of simulatable auditing [23], the auditor (i.e., the data warehouse server) is simulatable with Algorithms A and B.

Note that due to the simulatable auditing property, the data warehouse server will not disclose any additional private information through query rejections. Thus, the rejected queries need not be taken into account by the inference control algorithm. This is reflected in the design of Algorithms A and B, as the rejected queries are not recorded by the data warehouse server.
5.4 Efficiency of Algorithms A and B
Algorithm A is efficient in terms of both time and space. The time complexity of answering each query is $O(1)$. For each user $C_k$, the data warehouse server only needs to maintain four parameters:
- $\mu$, the minimum number of sensitive cells covered by a SUM-like query issued by $C_k$;
- $\sigma$, the cumulative sum of the number of pre-known cells covered by SUM-like queries issued by $C_k$;
- $Q_k$, the number of SUM-like queries issued by $C_k$;
- $l_p$, the current cumulative sum of the privacy disclosure level.

The space required is $O(1)$ for each user.

For Algorithm B, the computation of $l_{\text{max}}(q|(q|Q_k)$ remains the same for MIN-like queries, having time complexity of $O(1)$. For SUM-like queries, in order to further optimize the query availability level for high-dimensional data cubes, we propose to store more information. In particular, for each cuboid covered by a user-issued SUM-like query, two parameters, the number of sensitive cells $\mu$ and the number of pre-known cells $\sigma$, should be recorded. If the inference control component is implemented independently of the OLAP system, the worst-case time complexity for processing an $h$-dimensional SUM-like query is $O((n-h)|Q_k|$ (i.e., when the search for $\Gamma_i$ in Step 7 is achieved by a linear search on $\Theta_f$). Nonetheless, note that the storage of $\mu$ and $\sigma$ as well as the processing of SUM-like queries can be readily integrated with the query processing in OLAP systems. In particular, the values of $\mu$ and $\sigma$ can be stored along with the pre-materialized aggregates of a cuboid. Then, the aggregation of $\mu$ and $\sigma$ in Steps 8-9 of Algorithm B can be computed while processing the OLAP query by retrieving and aggregating $\mu$ and $\sigma$ along with other pre-materialized values. With this method, the inference control component is no longer transparent to the OLAP system. Nevertheless, the overhead of inference control can also be significantly reduced.

5.5 Processing of Non-Skeleton Queries
For the ease of understanding, our previous examples and discussions have been focused on skeleton queries. Although skeleton queries are the main focus of an OLAP system, a user may also issue non-skeleton queries, such as range queries, each of which covers more than one value (but fewer than all values) of an attribute. Since the cells covered by a non-skeleton query can always be separated into multiple non-overlapping skeleton queries, an easy method to process a non-skeleton query with distributive aggregate function (e.g., MIN, MAX, and SUM) is to transform the non-skeleton query into a sequence of skeleton ones, and to answer the non-skeleton query iff all (transformed) skeleton ones can be answered. Since the answer to the non-skeleton query can always be derived from the set of answers to the skeleton queries, the safety of private information is guaranteed. Nonetheless, this method may yield low query availability, as the query availability level of the non-skeleton query will also be computed as the sum of that of the skeleton queries.

Fortunately, with our approach, a non-skeleton query can be processed in the same way as one skeleton query. The reason can be explained as follows. We consider Algorithm A as an example. Recall from the proof of Theorem 6.1 that SUM auditing in Algorithm A is based on the fact that if $t_0$ sensitive cells in a skeleton query $q$ cannot be included in the maximum self-supportive subset of $q$, then the answered queries must cover enough pre-known cells to separate a $t_0 \times (\mu - 1)$ subcube from all other sensitive cells in both dimensions. A critical observation here is that due to Definition 6, if $\Omega$ is a self-supportive subset of a skeleton query $q$, then $\Omega$ is also a self-supportive subset of a non-skeleton query $q'$ which satisfies $q \subseteq q'$. Thus, for any given query $q'$, if $t_0$ sensitive cells in $q'$ cannot be included in the maximum self-supportive subset of $q'$, then the answered queries must cover enough pre-known cells to separate a $t_0 \times (\mu - 1)$ subcube from all other sensitive cells in both dimensions.

Since the computation of $l_{\text{max}}(q'(Q_k)$ depends solely on the number of sensitive cells in the maximum self-supportive subset of $q'$, and does not depend on whether $q'$ is a skeleton query, we can follow the exact same steps in Algorithm A to compute the level of privacy disclosure for a non-skeleton query. In analogy, Algorithm B can also be readily applied to process non-skeleton queries for $n$-dimensional data cubes with arbitrary underlying distribution: The only note of caution is that in Steps 6-7 of Algorithm B, $\Theta_i$ may be a union of multiple $(n-h-1)$-dimensional cuboids if $q$ is a non-skeleton query, and $\Gamma_i$ should consist of all cuboids in $\Theta_k^j$ which belong to any of the cuboids in $\Theta_i$.

6 Theoretical Analysis
In this section, we first prove that both Algorithm A and B achieve Objective $O_1$ of the inference control problem by rejecting all unsafe queries. Then, we analyze the achievability for Objective $O_2$ in terms of the query availability level $l_p(C_k)$ for the two algorithms respectively. Due to space limitations, please refer to [41] for the proofs of all theorems in this section.

6.1 Proof of Security
Theorem 6.1. When Algorithm A is used for the simple 2-dimensional case, for all cells $x$ and all users $C_k$, there is

$$l_p(x; Q_k) < l(x).$$

For the $n$-dimensional case, we have the following theorem illustrating the security of Algorithm B:

Theorem 6.2. When Algorithm B is used, $\forall x$ and $C_k$,

$$l_p(x; Q_k) < l(x).$$
As we can see, since Theorems 6.1 and 6.2 show that our algorithms maintain $l_p(x; Q_k) < l(x)$ for all sensitive cells $x \notin G_k$, and Section 5.3 shows that our algorithms disclose no private information through query rejections, both of Algorithms A and B can prevent the data owner’s privacy requirements from being violated by the users, thus achieving Objective $O_1$ of the problem statement.

6.2 Query Availability Analysis

In this section, we analyze the performance of Algorithms A and B on Objective $O_2$ in terms of the query availability level. Since our algorithms deal with MIN-like and SUM-like functions separately, we consider the following three cases respectively: 1) all queries are MIN-like, 2) all queries are SUM-like, and 3) a combination of MIN-like and SUM-like queries. For the sake of simplicity, we first present the results for Algorithm A on the simple 2-d case with a $d \times d$ data cube, and then generalize the results to Algorithm B with arbitrary distribution of $x$ and arbitrary privacy requirements $l(x)$.

Theorem 6.3. (MIN-Like Queries, Algorithm A) For Algorithm A, when all $m$ received queries are MIN-like, the expected number of queries answered by the data warehouse server is at least

$$m_M \approx \min \left( \frac{l \cdot 2^d}{d}, m \right).$$

Due to the theorem, if all queries are MIN-like, the number of answered queries is determined by the size $d$ of the data cube and the owner-specified threshold $l$. The larger $l$ or $d$ is, the more queries will be answered. In particular, with a relatively large $d$ (e.g., $d = 10$), all $2d$ MIN-like skeleton queries (i.e., on each row/column) can be answered even when $l$ is small (e.g., $l_p = \min(2d, m)$ when $l \geq 0.196$). This indicates an extremely high level of query availability Algorithm A provides to MIN-like queries.

For analysis on SUM-like queries, we introduce a new parameter $\mu_0$, which is the minimum number of sensitive cells in each row/column of the data cube. Recall that $G_k$ is the set of cells pre-known by user $C_k$. We have the following theorem regarding the query achievability level of Algorithm A for SUM-like queries.

Theorem 6.4. (SUM-Like Queries, Algorithm A) For Algorithm A, when all $m$ received queries are SUM-like skeleton queries, the expected number of queries answered by the data warehouse server is at least

$$m_S \approx \min \left( \ln(4) \cdot l \cdot \frac{d^2 - d - |G_k|}{d}, \frac{(\mu_0 - 1) \cdot d^2}{|G_k|} \cdot m \right).$$

when $d$ is sufficiently large.

As we can see from the theorem, when all queries are SUM-like, the query availability level is determined by not only the data cube size $d$ and the owner-specified threshold $l$, but also the minimum number of sensitive cells per row/column $\mu_0$ and the total number of pre-known cells $|G_k|$. Similar to MIN-like queries, a larger $l$ or $d$ can increase the number of answered queries. Besides, the larger $\mu_0$ or the smaller $|G_k|$ is, the more queries will be answered. Theorem 6.4 also indicates that Algorithm A is likely to achieve a reasonable query availability level for SUM-like queries in practice. Note that $\mu_0 \cdot d \geq |G_k|$. Thus, the second input to the min function is likely to be close to $d$. As a result, when $l$ is small and $m$ is large, the value of $m_S$ is determined by the first input, $\ln(4) \cdot l \cdot (d - |G_k|/d - 1)$. One can see that even when 25% of all cells are known by a user through external knowledge, and $l$ is as low as 0.5, Algorithm A still guarantees that at least $\ln(4) \cdot 0.5 \cdot 0.75 \cdot d/(2d) = 26\%$ of all possible skeleton queries over the data cube.

We now consider mixed MIN-like and SUM-like queries. In this case, it is possible that after one query (e.g., SUM-like) is rejected, many other queries (e.g., MIN-like) can still be answered. Indeed, it is possible for all MIN-like queries to be answered after a substantial amount of SUM-like queries have been rejected due to the differences between the values of $l_{\max}(q; Q_k)$ for MIN-like and SUM-like functions. Therefore, instead of analyzing the total number of queries answered by the data warehouse server, we derive a lower bound on the expected number of answered queries when the first query rejection occurs. Suppose that $\beta$ is the ratio between the number of received MIN-like and SUM-like queries.

$$\beta = \frac{|\text{MIN-like queries}|}{|\text{SUM-like queries}|}.$$

Theorem 6.5. (Mixed Queries, Algorithm A) For Algorithm A, when the received $m$ queries are mixed MIN-like and SUM-like skeleton queries with ratio of $\beta$, the expected number of queries answered by the data warehouse server before the first query rejection occurs is at least

$$m_{MS} \approx \min \left( \frac{l(\beta + 1)2^d(d^2 - |G_k| - d)}{\beta^3d^3 - \beta d |G_k| - \beta d + d^{2d-1}\log(e)}, \frac{(1 + \beta)m_S, m}{m} \right).$$

when $d$ is sufficiently large.

As we can see, when $d$ is sufficiently large, the number of answered queries is predominantly determined by the SUM-like queries, rather than the MIN-like ones. This conforms to the intuition that answers to MIN-like queries, rather than the MIN-like ones.
skeleton, and mixed skeleton queries, the corresponding lower bounds on the expected number of queries answered by the data warehouse server are

\[ m_M(h) \approx \min \left( \frac{\min x (x) \cdot 2^{d(h)}}{d^n}, m \right). \]  \hspace{1cm} (27)

\[ m_S(h) \approx \min \left( \frac{\min x (x) \cdot d^{n-h-1}}{f_S \left( d^h - \frac{|G_k|}{d^{m-h}} \right)}, m, \right. \]

\[ \left( \mu_h (hd - h - 1) - (hd - h - d) d^{2n-2h-1} \right). \]  \hspace{1cm} (28)

\[ m_{MS}(h) \approx \min((1 + \beta)m_S, m). \]  \hspace{1cm} (29)

when \( d \) is sufficiently large.

As we can see, Theorems 6.3, 6.4, and 6.5 are special cases of Theorem 6.6 for the simple two-dimensional case. In the \( n \)-dimensional case addressed by Algorithm B, the number of answered MIN-like queries increases almost exponentially with the data cube size \( d \) or the query dimensionality \( h \) (until all MIN-like queries can be answered). For SUM-like queries, however, the smaller \( h \) is, the more queries can be answered. Nonetheless, if we consider the percentage of \( h \)-dimensional queries answered by the data warehouse server, then the percentage may be increasing with \( h \) because generally speaking, \( f_S(d^h - |G_k|/d^{m-h}) \) is monotonically decreasing with \( h \). For mixed queries, as in the simple case, the number of answered queries is mostly determined by the SUM-like queries, rather than the MIN-like ones.

7 SIMULATION RESULTS

In this section, we present simulation results on the performance of Algorithms A and B, respectively, and compare the performance of our approach with previous ones proposed for inference control in OLAP. As shown in [40], the previous approaches in [36], [37] achieve their best performance in 2-dimensional data cubes. Thus, we compare the performance of our approach with the previous ones in the 2-dimensional case addressed by Algorithm A.

In particular, for Algorithm A, we conduct the simulation on a \( 1,000 \times 1,000 \) data cube, each cell of which is chosen uniformly at random from \( \{0, 1\} \). We consider various numbers of pre-known cells ranging from 0% to 100% of all cells, and assume that the pre-known cells are randomly distributed in the data cube.

We compare the performance of Algorithm A with two previous approaches for inference control in OLAP: the SUM-only approach in [36], [37] and the (MIN, MAX, SUM)-approach in [40]. Since both previous approaches can only eliminate exact disclosure, we set the owner-specified threshold in Algorithm A to be \( l = 1 \). Note that the original algorithms presented in [36], [37] set an upper-bound threshold on the number of pre-known cells, and answers (all, otherwise nothing) queries if and only if the number of pre-known cells in the data cube is lower than the threshold. In order to make a fair comparison, we make the previous approaches more flexible by allowing the data warehouse server to answer all queries until the number of pre-known cells covered by the answered queries exceeds the threshold. This is due to the fact that a pre-known cell not covered by any of the answered queries cannot increase the amount of private information disclosed by answered queries.

Figure 1 shows the comparison results between our proposed approach and the approaches in [36], [37]. Since the previous approaches only support SUM queries, we issue all 2,000 1-dimensional SUM skeleton queries of the data cube (i.e., SUM of each row and column) in random order. In the simulation, we investigate the relationship between the query availability level and the percentage of pre-known cells, which ranges from 0% to 100%. As we can see from the figure, while all approaches answer more queries when fewer cells are pre-known by the users, Algorithm A achieves a significantly higher level of query availability than the previous approaches.

Figure 2 shows the comparison results between our proposed approach and the approach in [40] (denoted by MMS approach). Since the previous approach supports MIN, MAX, and SUM queries, we issue all 6,000 1-dimensional SUM, MIN, and MAX skeleton queries of the data cube in random order. Again, we investigate the relationship between the query availability level and the percentage of pre-known cells which ranges from 0% to 100%. As we can see from the results, while both approaches can answer almost all queries when the percentage of pre-known cells is low, Algorithm A achieves a significantly higher level of query availability.
when more cells in the data cube are pre-known by the users. For example, when 30% of the cells are pre-known, our proposed approach can answer 100% of all queries, while the previous approach in [40] can answer only 27.73% of them. Note that Algorithm A can answer a substantial amount of MIN and MAX queries even if nearly all cells in the data cube are pre-known. This is because that even if a user knows all cells except one sensitive cell that are included in a MIN/MAX query, it may still not be able to derive any private information about the sensitive cell from the query answer. For example, as long as one pre-known cell included in a MAX query has value of 1, the user can derive from its pre-knowledge that the query answer is always 1, and thus cannot infer any additional private information after receiving the query answer.

As we can see from the performance comparison, our proposed approach not only offers better privacy protection by controlling both partial and exact disclosure of private data, but also provides higher query availability than the previous approaches given the same level of privacy protection.
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**Fig. 4. Query Availability Level of Algorithm A for MIN-like and SUM-like Queries**

To evaluate the performance of our approach with different user-specified thresholds $l \in [0, 1]$, in Figure 3, we demonstrate the change of $l_p$ with the number of issued query answers (i.e., $|Q_k|$) in the execution of Algorithm A. In particular, based on the above 2-dimensional settings, we set the percentage of pre-known cells to be 50%, and issue in random order 2,000 1-dimensional skeleton queries which include 50% MIN-like and 50% SUM-like queries. Note that Figure 3 also demonstrates how the degree of uncertainty on a sensitive cell (i.e., $1 - l_p$) decreases as aggregate values become available.

As we can see, the value of $l_p$ increases fairly slowly (almost linearly) when $|Q_k|$ is low, but grows much faster when more than 1,900 query answers have been issued. This conforms to the intuition that the more queries answers a (malicious) user has received, the more private information it can infer from a new query answer. Another observation we can make from Figure 3 is that the query availability level of our approach is not very sensitive to the user-specified threshold $l$ when $l$ is large. For example, our approach can answer 1,999 queries when $l = 0.95$. When $l$ is reduced to 0.85 and 0.75, our approach can still answer 1,993 and 1,902 queries, respectively.

We also evaluate the performance of Algorithm A in terms of the query availability level when 1) all queries are SUM-like, 2) half of the queries are SUM-like, while the other half are MIN-like, and 3) all queries are MIN-like. We conduct the simulation on the above 2-dimensional settings when the own-specified threshold $l$ varies from 0 to 1, and set 25% of the cells (randomly chosen) to be pre-known. In the simulation, we issue 2,000 1-dimensional skeleton queries in random order. In the case where there are half SUM-like and half MIN-like queries, the aggregation function of each query is chosen uniformly at random from SUM and MIN.

The results are shown in Figure 4. As we can see, Algorithm A can answer more MIN-like operations than SUM-like ones, especially when $l$ is small. For example, when $l = 0.4$, Algorithm A can answer 100% of all MIN-like queries, 79.2% of queries that are half MIN-like and half SUM-like, and 26.5% of all SUM-like queries. This is consistent with our theoretical results in Section 6.

Figure 4 also shows that the higher owner-specified threshold $l$ is, the more queries can be answered by Algorithm A. In particular, when $l = 1$ (i.e., only exact disclosure is of concern), Algorithm A can answer almost all queries regardless of their aggregation functions.

We now evaluate the performance of Algorithm B in the $n$-dimensional case with arbitrary distribution of cells. In particular, we consider a 4-dimensional $100 \times 100 \times 100 \times 100$ data cube, each cell of which is randomly generated from a normal distribution with mean of 0 and variance of 1. We assume that each cell is described with 2-bits accuracy (i.e., 2 bits to the right of the decimal point). As such, the entropy of each cell is $H(x) = 2 + \log(\sqrt{2\pi}) \approx 4.0$ bits. We set $\min_l H(x) = 0.8$, and conduct the experiment when the percentage of pre-known cells varies from 1% to 90%.

In the experiment, we issue MIN and SUM queries randomly chosen from all $4 \times 10^6$ 1-d, 60,000 2-d, and 400 3-d subcubes corresponding to skeleton queries on the data cube.

We find that with Algorithm B, the query availability level for MIN-like queries is always 100%. The query availability level for SUM queries is shown in Figure 5.
As we can see from the figure, Algorithm B can answer most of the queries when the percentage of pre-known cells is low. For example, when 10% cells are pre-known by the users, our approach can answer 100% 2-dimensional and 3-dimensional queries, as well as 71.9% 1-dimensional queries. Note that Algorithm B answers a higher percentage of high-dimensional queries, partially due to the higher number of possible low-dimensional queries compared with the higher-dimensional ones.

8 Extensions and Discussions

In this section, we present the extension of our paper to: 1) defend against malicious users that collaborate with each other, and 2) process a batch of queries submitted simultaneously.

8.1 Defense Against Colluding Users

A traditional challenge for inference control (e.g., in statistical databases) is the defense against colluding users. Since the answer/reject decision for a query is made based on a user’s query history $Q_k$ and pre-known cells $G_k$, privacy breaches may occur when multiple users collude with each other to share their received query answers and pre-known cells, in order infer additional private data from the shared information. A possible way to defend against colluding users is to conservatively assume that every user learns all other users’ query histories ($\bigcup_{k} Q_k$) and pre-known cells ($\bigcup_{k} G_k$), and to ensure $l_p(x; \bigcup_{k} Q_k|\bigcup_{k} G_k) < l(x)$ for all cells $x$. Nonetheless, this strategy will significantly reduce the number of answered queries. For example, consider the case where the first query $q$ issued by a user has disclosure level $l_{\text{max}}(q) = l(x) - \epsilon$, where $l(x)$ is the owner-specified threshold on privacy disclosure, and $\epsilon > 0$ is arbitrarily close to 0. This query will be answered because it does not violate $l(x)$. Nonetheless, no future query issued by any user can be answered because $l_{\text{max}}(q)$ takes almost all the amount of disclosure tolerable by the data owners.

In order to defend against colluding users while maintaining a reasonable level of query availability, we propose two methods, to be applied when the defender knows and does not know a (small) maximum possible number of colluding users, respectively. The first method applies when the defender knows there are up to $h$ colluding users. The basic idea is to maintain global upper bounds for $\mu_k, \sigma_k$, and $|Q^S_k|$, and enforce an upper-bound limit of $l(x)/h$ for all users. Consider Algorithm A as an example (Algorithm B can be revised in analogy). We replace $\mu_k, \sigma_k$, and $|Q^S_k|$ in Algorithm A by $\mu = \min_k \mu_k$, the minimum number of sensitive cells covered by a SUM-like query issued by any user, $\sigma = h \cdot \max_k \sigma_k$, the maximum number of pre-known cells covered by SUM-like queries issued by $h$ users, and $|Q^S| = h \cdot \max_k |Q^S_k|$, the maximum number of SUM-like queries issued by $h$ users, respectively. Then, we ensure that the cumulative sum $l_p$ in Algorithm A is smaller than $l/h$. One can see that no $h$ colluding users can violate the owner-specified threshold $l$. Meanwhile, the time and space complexity of Algorithm A remains $O(1)$, because the values of $\min_k \mu_k, \max_k \sigma_k$, and $\max_k |Q^S_k|$ can be updated after each query is answered. Figure 6 shows the change of $l_p$ with the number of answered queries per user when $h$ ranges from 1 to 7, using the same experimental settings as Figure 4 (i.e., each user knows 50% of all cells as pre-knowledge; the query workload consists of 2,000 1-dimensional skeleton queries which include 50% MIN-like and 50% SUM-like queries). One can see that although the number of queries answerable to each user becomes much smaller (which is expected because the users may share their query answers), the total number of queries answered to all users remains fairly high (e.g., 1,575 queries when $l_p = 1$ and $h = 3$).
Depending on the requirements of OLAP applications (e.g., whether MIN-like and SUM-like queries are equally important), there are many possible ways to construct the safe set $Q_0$. Generally speaking, the safe set should include as many queries as possible. In order to do so, we must exclude certain “privacy-divulging” queries (e.g., a query which consists of mostly pre-known cells) which lead to a substantial increase in the estimated privacy disclosure level $l_{\text{max}}(Q_k)$. For example, in the simple 2-dimensional case addressed by Algorithm A, by excluding queries with the number of pre-known cells greater than $\min(d_1/2, d_2/2)$, we can include all other queries in the safe set when $l = 1$ (this follows from Step 3 in the proof of Theorem 6.1).

The insight behind the construction of safe set is that a few privacy-divulging queries (e.g., the above-discussed query with $l_{\text{max}}(q) = l(x-\epsilon)$ cause the most increases on $l_{\text{max}}(Q_k)$. While dealing with individual users (i.e., without collusion), it may not be effective to preemptively reject such queries due to the following three reasons: 1) The users may only issue a small number of queries, so that the privacy disclosure level will not exceed the threshold anyway, 2) The privacy-divulging queries may be important for the user’s legitimate intent, and 3) Algorithms A and B are fully simulatable by users. Thus, if the privacy-divulging query is not important to the user, it may not send it to the data warehouse server due to the predicated decisions of inference control.

Nonetheless, when we aim to defend against colluding users, answering one of such privacy-divulging queries will increase the disclosure level for all users, therefore significantly reducing the total number of answered queries. Since a user has no control on the queries issued by the other users, we need the static approach to serve as a global control on the amount of private information disclosed by each query. In particular, the static approach preemptively rejects privacy-divulging queries by excluding them from the pre-determined safe set. This allows the data warehouse server to answer a large portion of queries even with rigid privacy requirements and a high percentage of known cells (by all users).

### 8.2 Answering a Batch of Queries

In the previous part of the paper, we assume that each user submits one query at a time to the data warehouse server. Thus, the data warehouse server must decide whether to answer the query or to reject it before receiving the next query. We now consider the extension of our results to cases where a user can submit multiple queries simultaneously to the data warehouse server. Apparently, our algorithms can be used in these cases without any change if the data warehouse server processes the submitted queries in a serialized manner. Nonetheless, we shall show that it is also possible to further optimize the performance of our approach in these cases because the data warehouse server learns more information about the upcoming queries. Recall that our inference control approach derives an upper-bound estimate of privacy disclosure $l_{\text{max}}(q|Q_q)$ for each received query $q$, and uses the estimate to update the system disclosure level $l_{\text{max}}(Q_k)$. As we mentioned in Section 8.1, a few privacy-divulging queries cause the most increases on $l_{\text{max}}(Q_k)$. Thus, when the data warehouse server receives a batch of queries that cannot all be answered due to privacy requirements, the data warehouse server may identify and reject the privacy-divulging queries in order to answer more of the other queries in the batch. For example, the data warehouse server may choose to reject queries with the highest $l_{\text{max}}(q|Q_q)$. For SUM-like queries, the data warehouse server may also choose to reject queries with a high number of pre-known cells $r_k(q)$ in order to maintain a low value of $\mu$, thereby reducing the value of $l_{\text{max}}(q|Q_q)$ for future queries. Note that the value of $l_{\text{max}}(Q_k)$ computed by our approach also depends on the order of queries in $Q_k$. Thus, the data warehouse server may also adjust the query order in the received batch in order to further increase the number of answered queries. We shall investigate the optimal ordering of received queries in our future work.

### 9 Related Work

As we mentioned in Section 1, there are two kinds of approaches that have been proposed for privacy protection in OLAP, namely inference control and input/output perturbation. In this section, we review related work in these two categories.

Many inference control algorithms have been proposed in the literature for not only OLAP [26], [34], [35], [37], but also statistical databases [1], [9], [10], [11], [16], [22] and the general query auditing problem [13], [23], [24], [29], [30]. Both online and offline versions of the problem have been investigated. While the online version determines the safety of a received query based on the query history [9], [13], [30], the offline version aims to determine whether or not a given sequence of queries $q_1, \ldots, q_m$ is safe [9], and if not, how to find the maximum safe subset of queries [11]. The ideal objective of inference control is to eliminate the inference of individual data points from query answers while minimizing the number of rejected queries. Nonetheless, a special case of the optimal inference control problem (with mixed SUM and MAX queries) in statistical databases have been proven to be NP-hard [11]. The optimal boolean query auditing problem has also been proven to be co-NP-complete [24]. As such, the majority of existing work on inference control makes a tradeoff between efficiency and query availability. Due to efficiency concerns, many existing inference control algorithms for OLAP make query answer/reject decisions based on the cardinality of the data cube (i.e., the number of pre-known and sensitive cells) [36], [37], [40]. Most only address the exact disclosure of sensitive cells [26], [34], [35], [37] and only support SUM queries [26], [35], [36], [37].
Input/output perturbation approaches aim to protect privacy by adding random noise to either the input data to the data warehouse [4], [32] or the (output) query answers [16]. There are variations of this approach which add noise to the input data with linear or nonlinear transformations [6], cluster the input data points into a number of mutually exclusive groups and replace the individual values with group-wise average values (i.e., microaggregation) [15], or generalize query answers into interval values [18]. Perturbation-based approaches have also been studied in a broader scope, especially for privacy-preserving data mining (e.g., [3]). For privacy-preserving OLAP, when the input data are perturbed, algorithms have been proposed to reconstruct the (original) outputs of aggregate functions from the subcubes of perturbed data [4], [32]. Although input/output perturbation allows the data warehouse server to answer all received queries, a tradeoff has to be made between the accuracy of query answers and the protection (i.e., defense against partial disclosure) of private information. Again, most existing approaches only support limited aggregated functions, such as COUNT-only [4] and SUM-only [32].

In another related direction, the privacy models of inference control and query auditing have been studied. The simulatable auditing model was proposed [23] to capture the leakage of private information through query denials. A probabilistic measure was also introduced [23] to capture the partial disclosure of private data. As we have shown in Section 5.3, our proposed approach follows the simulatable auditing model while addressing the partial disclosure of private information.

10 Final Remarks

In this paper, we address the protection of private data in OLAP systems. Most existing inference control approaches only address exact disclosure, and eliminate from consideration an important class of privacy breaches where partial information about a private data point is disclosed. We propose an information-theoretic inference control approach that protects private information against both exact and partial disclosure. In particular, our approach guarantees that the level of privacy disclosure cannot exceed thresholds specified by data owners. Compared with previous approaches, our approach provides more effective privacy protection while maintaining a higher level of query availability. We conclude with future directions.

- General Query Auditing Problems: In this paper, we are focusing on the processing of multi-dimensional OLAP queries. A future direction is to extend the information-theoretic framework to more general query auditing problem which allows arbitrary queries on the private data. It would also be interesting to investigate ways to improve the query availability level when the private data are frequently updated.

- Real-world Privacy Measure: The privacy versus data utility tradeoff in privacy-preserving data processing requires accurate measurement of privacy protection. Our privacy measure in the paper enables the information-theoretic formulation but cannot capture certain extreme-case privacy breaches, which we have to address by integrating our approach with the input/output perturbation method. A comprehensive study on real-world privacy measurement would be a significant step toward improving the performance of privacy-preserving data processing techniques.

- Integration of Data Collection, Inference Control, and Information Sharing: Existing research on privacy-preserving data processing has addressed three system settings separately: 1) data collection from distributed sources for data mining (e.g., [3]), 2) inference control on data warehouse (e.g., this paper), and 3) data sharing across private databases (e.g., [2]). Many systems need a seamless integration of all three scenarios, yet there is limited research that has addressed this need. We proposed an integrated architecture for the three scenarios [39]. As we demonstrate in the technical report [41], our inference control approach can be effectively integrated with input/output perturbation, which is also a popular choice for data collection. More extensive research is needed to pave the way for effective and efficient integration of the three scenarios.
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