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Abstract—This paper discusses the use of a low gain amplifier and a passive switched-capacitor (SC) network to enable the SC integrator function. The method is applied to a delta-sigma modulator to achieve high resolution as proved by the 65-nm CMOS technology test vehicle. Compared with the conventional operational amplifier (op-amp)-based SC integrator, this solution utilizes a low-gain open-loop amplifier to drive a passive SC integrator with positive feedback. Since the open-loop amplifier requires a low dc gain and implements an embedded current adder, the power consumption is very low. Power reduction for single bit is obtained by using passive feedback with built-in adder to assist the first amplifier. The low swing obtained at the output of the active blocks relaxes the slew rate requirement and enhances the linearity. Implemented in 65-nm digital CMOS technology with an active area of 0.1 mm$^2$, the test chip achieves a dynamic range of 91 dB, peak signal-to-noise ratio of 88.4 dB, peak signal-to-noise-plus-distortion ratio of 88.2 dB, and a spurious free dynamic range of 106 dB while consuming 73.6 $\mu$W in a 25-kHz signal bandwidth at 1 V supply, yielding a FoM Walden of 70 fJ/conv-step and FoM Schreier of 176 dB.

Index Terms—Delta-sigma modulator ($\Delta \Sigma$M), discrete time (DT), low-gain-amplifier-based switched-capacitor (SC) integrator, noise shaping, passive SC integrator.

I. INTRODUCTION

THE increasing demand for audio devices for portable or autonomous apparatuses used in daily life continues to drive the need for highly power-efficient data converters with high resolution. Delta-sigma modulators ($\Delta \Sigma$Ms) are the preferred solution and the ones based on switched capacitor (SC) are optimal for low power medium conversion speed because of their accurate setting of zeros of the noise transfer function (NTF) and their insensitivity toward clock jitter and process [1]. As is well known, $\Delta \Sigma$M demands using one operational amplifier (op-amp) per zero of the NTF and this results in relatively high power consumption, which becomes a limitation in many applications [2], [3]. Sharing the op-amp [4] and special techniques [5]–[7] reduces the number of active blocks but performance requests become more severe. Even the use of a passive $\Sigma \Delta$ modulator [8]–[12], consisting of switches, capacitors, and quantizer only, reduces the power. However, the passive operation causes a loss in the NTF that reduces the signal-to-noise ratio (SNR) and attenuates the signal along the architecture, thus making the thermal noise dominant [10]. To overcome the reduced loop gain problem in the passive $\Sigma \Delta$ modulator, several active–passive hybrid implementations were presented [13]–[17]. A fourth-order continuous-time (CT) active–passive modulator employs two amplifiers with passive networks to achieve a high SNR. The active stage utilizes a fully functional op-amp which has stringent requirements and leads to a high power consumption [13]. A fifth-order CT hybrid active–passive modulator which uses three high power active integrators and two passive integrators, and which also employs a low-gain preamplifier with a dynamic comparator, can only achieve a 10-b resolution [14]. A third-order discrete-time (DT) active–passive modulator utilizes a power hungry $G_{m}$-C integrator in the second stage and a passive integrator in the first and third stages; besides, it also uses a preamplifier in front of the comparator. Because of the inability to define an accurate NTF, zeros from the passive integrators and the thermal noise limit the $\Delta \Sigma$M to 9-b resolution [15]. A fourth-order DT $\Delta \Sigma$M which uses first an active integrator followed by three passive SC integrators to relax the loop gain requirement utilizes a simple dynamic comparator to achieve 13 b (with only simulated results provided) [16]. It was recently reported that in a 2-1 MASH CT active–passive $\Delta \Sigma$M that was implemented in 65-nm CMOS the first stage utilizes two passive integrators with a simple differential amplifier. The small signal swing allows the comparator to be used as a gain stage and relaxes the loop gain requirement, but an inaccurate time constant leads to the limitation represented by an 11.6-b resolution with a power dissipation of 1.57 mW [17].

None of the active–passive modulators presented in the literature improves the traditional passive SC integrator structure for better noise shaping in the $\Delta \Sigma$M.
This paper considers hybrid solutions that use active functions to compensate for the limits of the passive operation. It uses three techniques for reducing power consumption. The main one consists of using a forward gain \( K \) and a positive feedback across a passive SC integrator. The method needs a gain stage though. Second, its required low gain is attained with a circuit that embeds the positive feedback. Since the amplifier includes a built-in adding function for superposing the signal and the feedback path, the power required is very low. Third, power reduction for a single-bit modulator is proposed with feedforward and built-in adder to assist the first amplifier. This improves the linearity and relaxes the slew rate requirements. Since gain and speed requirements are relaxed, the resulting power consumption is very competitive.

A test vehicle made using a third-order single-bit \( \Delta \Sigma \)M experimentally verifies the proposed method. The technology used is a 65-nm CMOS. After the introduction, Section II describes the integrator with a low-gain amplifier. Section III focuses on the system-level architecture for an active–passive integrator in a higher order \( \Delta \Sigma \)M. Section IV describes the test vehicle and its integrated SC realization. Section V provides measurement results. Section VI summarizes the paper’s conclusions.

II. INTEGRATOR WITH LOW-GAIN AMPLIFIER

The integrator that grants the lowest consumed power is the passive SC implementation shown in Fig. 1. It does not drain power from \( V_{DD} \) being an equivalent \( RC \) network but the transfer function is not one of the ideal integrators
\[
H_I = z^{-1}/(1 - z^{-1}) \text{ used in } \Delta \Sigma \text{Ms. The transfer function } \\
H_P = \alpha z^{-1}/[1 - (1 - \alpha)z^{-1}] (\alpha = C_s/(C_s + C_i)) \text{ implies a gain error and a phase error. The gain error is important because it causes signal attenuation and this leads to a more critical noise performance. However, the phase error is more problematic because it denotes a shift of the integrator pole inside the unity circle [10]. As a result, the NTF becomes flat at low frequencies, thus affecting the maximum achievable SNR, especially for high oversampling ratios.}
\]

A technique that employs a positive feedback across the passive SC integrator can compensate for the phase error [18]. Moreover, with forward gain \( K \), it is possible to attenuate the gain error. Fig. 2(a) illustrates the block diagram of the method. The circuit analysis yields
\[
\frac{V_{out}}{V_{in}} = H(z) = \frac{K \alpha z^{-1}}{[1 - z^{-1} + a(1 - \beta)z^{-1}]}.
\]

Fig. 1. Passive SC integrator.

(1)

Here \( \beta = 1 \) makes the integrator transfer function ideal in terms of elimination of the phase error. However, since \( \beta > 1 \) would bring the pole of \( H(z) \) into the region of instability, it is necessary to ensure a proper margin in a real implementation.

The circuit realizing the forward gain and feedback branch consumes power. However, it can be very simple: the parallel connection of two differential pairs with resistive load can obtain the result, as shown in Fig. 2(b). The currents and the aspect ratio of transistors determine the value of \( \beta \) and \( K \). The value of the currents used in the circuit of Fig. 2(b) determines the required bandwidth. Since \( K \) can be as low as 14–16 dB, the resulting low value of load resistance, even with a very small value of the bias current \( I_K \), generates a large bandwidth thanks to the small used capacitive loads.

The circuit of Fig. 2(b) has a limited region of linearity because the overdrive voltage of the input differential pair is quite low for very small bias currents. In order to ensure good spurious free dynamic ranges (SFDRs), it is therefore necessary to limit the swing of the input differential voltage. This, as will be discussed, can be achieved by architectures that ensure a low swing at the input of each active–passive integrator.

The gains of the branches of the circuit of Fig. 2(b) are \( K = \xi_m k R_L \) and \( \beta = \xi_m b R_L \), where \( \xi_m K \) and \( \xi_m b \) are the transconductance of the two differential pairs. Since transconductance and resistance depend on technological parameters, the accuracy of the two gains is limited. The value of \( K \) is not critical but the value of \( \beta \) must be equal to 1 in order to obtain the required compensation. Since its value is inaccurate, it is necessary to account for its spread in the design circuits that use the active–passive scheme.

III. ACTIVE–PASSIVE INTEGRATOR IN A HIGH ORDER \( \Delta \Sigma \) MODULATOR

An active–passive integrator that replaces a conventional integrator in \( \Delta \Sigma \) architecture greatly reduces the consumed power. The scheme of Fig. 2(b) uses just 10% (22 \( \mu \)W with an \( f_T = 150 \) MHz, 0.2-pF load) of the power consumed by a conventional two-stages amplifier designed with the same technology (CMOS 65 nm) granting an equal unity gain frequency. This power reduction is such that the amount needed by the active–passive integrator almost equals that of the comparator (21 \( \mu \)W including a preamplifier).
The conventional second-order architecture of Fig. 3(a) becomes the scheme of Fig. 3(b) with the coefficients 1/2 and 2 incorporated in the \( H_p \) blocks. The value of \( K_1 \) and \( K_2 \) should be equal to \( 1/\alpha_1 \) and \( 1/\alpha_2 \), respectively, but the gain in the first integrator cannot be greater than 1 because it would affect the input dynamic range and, in addition, the active block would operate in a nonlinear region. The \( \alpha_1 \) attenuation can be compensated together with \( \alpha_2 \) but the resulting gain can become large. A compromise solution is to admit some attenuation that, in turn, reduces the SNR. The power consumption of the second-order active–passive \( \Delta \Sigma \)M would diminish by a factor of 7 compared with second-order active modulator, as shown in Fig. 3(a). However, the inaccuracy of the parameter \( \beta \) caused by the technology implementation degrades the performance. Since the value of \( \beta \) cannot exceed 1, its designed value must account for possible technological spread. Since the nonzero value of the \( \alpha(1-\beta) \) coefficient causes a loss, in order to compensate for the limit, the oversampling ratio (OSR) must increase. This requires active blocks with higher \( f_T \). Therefore, the equivalent power benefit becomes less than what was expected. The inaccuracy of the two \( \beta \) coefficients dominates loss and consequently causes a drop in the SNR. On the other hand, the accuracy of the \( K \) coefficients is not very critical.

Behavioral simulations of the second-order active–passive \( \Delta \Sigma \)M of Fig. 3(b) give rise to the diagrams of Fig. 4. It plots the SNR versus the parameter \( \alpha(1-\beta) \) of the first active–passive integrator for three different values of the same parameter of the second integrator. Considering OSR = 64, the drop of the SNR is about 6 dB for \( \alpha(1-\beta) = 0.9 \) and the second integrator is ideal. Moreover, the modulator is stable even for \( \alpha(1-\beta) > 1 \) until about 1.14. The situation is worse for the nonideal behavior of the second integrator. The drop is much higher when the OSR becomes large (OSR = 260), as shown in Fig. 4(b).

The gains of the simple circuit of Fig. 2(b) are determined by products \( g_mR \), with \( g_m \) being the transconductance of the differential pair and \( R \) the resistive load. Since the two parameters are technologically independent, the inaccuracies are quadratically superposed. The resulting inaccuracy can be 20%. Therefore, also accounting for the results of Fig. 4, a safe choice would be \( \beta = 0.9 \), with a nominal improvement of the position of the pole of the approximate integrator by a factor of 10. In order to augment accuracy, a diode-connected n-channel transistor can replace the resistive load, provided that a small output swing keeps the operation of the circuit in the linear region.

### A. Third-Order Active–Passive \( \Delta \Sigma \) Modulator

An active–passive integrator in a second-order \( \Delta \Sigma \)M potentially achieves excellent power performance but the SNR reductions caused by variations in technology parameters can be problematic. Improving the SNR with higher OSRs causes a quadratic increase in power in active blocks. Multi-bit quantizers need more comparators: the additional power consumed impedes power effectiveness. Also due to the active–passive integrator, the signal swings inside the loop filter become very small. Its low value in front of the quantizer makes implementing a multibit operation rather difficult.

Using a supplementary passive integrator as the first stage adds a zero in the NTF and increases by one the order of the modulator formally. In order to make the solution beneficial, the new zero must be just inside the \( z \)-domain unity circle, and for this, a very low time constant equivalent \( RC \) network is required. However, the passive integrator causes signal attenuation to be compensated with the gain block of the successive stage. Fig. 5 shows the behavioral diagram of the resulting third-order active–passive modulator. The scheme also uses a feedforward path, bringing the input signal to the input of the second passive integrator, which corrects the position of the signal transfer function (STF) poles. Moreover, the output signal that feeds back to the input of the third passive integrator is attenuated (the factor \( F_2 \) is less than 1) to match the low swing at the output of the block \( K_3 \).

The transfer function from the input of the block \( H_p \) \((\alpha_1, z)\) to node A is

\[
H_A(z) = \frac{\alpha_1K_2z^{-1}}{[1 - (1 - \alpha_1)z^{-1}]} = \frac{\alpha_1K_2z^{-1}}{[1 - b_1z^{-1}]} \tag{2}
\]
where $b_1 = 1 - a_1$. The transfer function from the input of the block $H_P(a_2, z)$ to node $B$ is

$$H_B(z) = \frac{a_2 K z^{-1}}{[1 - z^{-1} + a_2 (1 - \beta_2) z^{-1}]} = \frac{a_2 K z^{-1}}{[1 - b_2 z^{-1}]} \quad (3)$$

where $b_2 = [1 - a_2 (1 - \beta_2)]$. The transfer function from the input of the block $H_P(a_3, z)$ to node $C$ is

$$H_C(z) = \frac{a_3 z^{-1}}{[1 - z^{-1} + a_3 (1 - \beta_3) z^{-1}]} = \frac{a_3 z^{-1}}{[1 - b_3 z^{-1}]} \quad (4)$$

where $b_3 = [1 - a_3 (1 - \beta_3)]$. The (2), (3), (4) transfer functions and the block diagram with linear quantizer gain $G$ of Fig. 5 yield

$$[(V_{in} - V_o) H_A + V_{in} - F_1 V_o] H_B - F_2 V_o] G H_C + \varepsilon_Q = V_o. \quad (5)$$

This determines the STF and the NTF

$$\text{STF}(z) = \frac{z^{-2}[1 + \gamma z^{-1}]}{[1 + \delta_1 z^{-1} + \delta_2 z^{-2} + \delta_3 z^{-3}]} \quad (6)$$

$$\text{NTF}(z) = \frac{z^{-2}[1 - a_2 z^{-1}] [1 - a_3 z^{-1}]}{[1 + \delta_1 z^{-1} + \delta_2 z^{-2} + \delta_3 z^{-3}]} \quad (7)$$

where the $\gamma$ and $\delta$ coefficients depend on the modulator parameters. The task of the designer is to ensure stability and maximize the SNR for the chosen oversampling ratio. Indeed, a third-order architecture is not always stable when a single comparator is used. Using suitable attenuation factors along the chain can ensure stability. This is what we have naturally with passive SC approximate integrators. It is also necessary to use suitable gain factors $K_2$ and $K_3$ that increase the signal levels for making the thermal noise limit negligible.

There is a complex dependence of the SNR on the design parameters and the optimal set can be determined by recursive behavioral simulations. The goal is to have a maximum SNR and minimum sensitivity due to a variation in parameters. According to the linear model of the quantizer, it is working as a gain stage with gain $G$. The equivalent gain $G$ of the quantizer is defined as the ratio of its output root-mean-square (rms) value to its input rms value. Since $\Delta \Sigma M$ is a nonlinear system, this gain $G$ can only be determined by simulation. The set of parameters reported in Table I leads to

$$\text{STF}(z) = \frac{z^{-2}(0.68 - 0.64z^{-1})}{[1 - 1.63z^{-1} + 0.96z^{-2} - 0.28z^{-3}]} \quad (8)$$

$$\text{NTF}(z) = \frac{[1 - 3.61z^{-1} + 3.01z^{-2} - 1.006z^{-3}]}{[1 - 1.63z^{-1} + 0.96z^{-2} - 0.28z^{-3}]} \quad (9)$$

The denominators denote three poles where the real is located at $z = 0.92$. It is close to $z = 1$ and reduces the benefit of the NTF by a factor of 12.5, and it also affects
the STF. However, the STF has a zero at \( z = 0.865 \) that almost neutralizes the real pole. The complex conjugate poles of the denominators are at \( z = 0.356 \pm 0.423 \), relatively far away from \( z = 1 \). The zeros of the NTF are around \( z = 1 \); the product of their distances from \( z = 1 \) is \( 2.7 \times 10^{-7} \). The resulting NTF at \( z = 1 \), accounting for the attenuation of all the poles, is \(-105\) dB. Fig. 6 displays both NTF and STF to outline the above-discussed features.

The modulator parameters of Table I give rise to \( \text{SNR} = 107\) dB with \( \text{OSR} = 260\). This value is about 18 dB higher than that of an active–passive second-order modulator with the same OSR and 11 dB higher than that achieved using ideal integrators. The power benefit of this modulator is almost the same as that of the active–passive second-order modulator.

### B. Noise Performance

The noise of the first integrator dominates noise performance because the noise of the later stages is suppressed by the gain of the preceding integrators. Therefore, the performance depends on the \( kT/C \) power of the sampling capacitor divided by the oversampling ratio [19]–[21]. If \( C_{s1} \) is the sampling capacitor of a fully differential scheme, the in-band \( kT/C \) noise caused by the sampling capacitance \( C_{s1} \) is

\[
V_n^2 = \frac{4kT}{C_{s1}\text{OSR}}.
\]

(10)

This accounts for the sampling and injection phase of the two sampling paths.

Supposing that \( V_{FS} \) is the full-scale voltage and \( \bar{n} \) is the target bit, the value of \( C_{s1} \) that gives rise to a noise voltage equal to half least-significant-bit (LSB) is

\[
C_{s1} = \frac{4 \cdot k \cdot T \cdot 2^{\bar{n}}}{V_{FS}^2 \text{OSR}}.
\]

(11)
With $V_{\text{ref}} = 1.1$ V, the full-scale amplitude is 2.2 V. The requirement of having $n = 17$ (SNR = 104 dB) leads to a minimum value of $C_{s1}$ of 0.23 pF, a value which is small enough to allow designs with very low $\alpha_1$, down to 0.01.

The SNR further increases if the gain $K_2$ increases. Fig. 7 shows the dependence of the SNR on $K_2$ for a constant $K_3 = 14$ dB.

The sensitivity of other parameters is low. Fig. 8 reports behavioral simulation results with variation of the value of various parameters in a wide range. The results show that even a change of $\pm 20\%$ causes a very small variation in the SNR.

**IV. CIRCUIT IMPLEMENTATION**

Fig. 9 shows the full SC implementation of Fig. 5. The schematic shown in Fig. 2(b) realizes the active blocks. The capacitors $C_{s1}$ and $C_{s2}$ implement the subtraction of signal and feedback. The third integrator uses a small capacitance $C_{s3}$ to realize the feedback coefficient $F_2$. The nominal values of capacitances are indicated in Fig. 9. The positive reference $V_{\text{rep}}$ is 1 V and negative reference $V_{\text{ren}}$ is 0 V.

The voltage swings at various nodes inside the loop filter are small but large enough to guarantee the required SNR. The swing at the input and output of the amplifier $K_2$ is around 20 mVpp and 85 mVpp, respectively, while the swing at the input and output of amplifier $K_3$ is around 30 mVpp and 170 mVpp, respectively. The swing at the input of the comparator is 14 mVpp, a value that does not create significant problems for switching the comparator. Having a small swing at the input of the interstage amplifiers benefits linearity as verified by the experimental test.

In order to further reduce the power consumed, the two amplifiers can be time-shared. For this, the nonoverlapping phase’s scheme $\phi_2, \phi_1, \phi_0$ of Fig. 10 allows each stage to operate with two of the indicated nonoverlapping periods for implementing passive SC integration. The gain of the two active stages is not large but ensures proper control of the quiescent output, which is important for keeping the operation within the linear region. Because of this, the circuit, redrawn in Fig. 11(a) with the component sizes $R_n = R_p = 43$ k\Omega, uses the sampled-data common mode feedback of Fig. 11(b).
with capacitor $C_m = 100 \text{ fF}$ and $C_n = 200 \text{ fF}$. The amplifiers $K_2$ and $K_3$ have aspect ratios of $9 \mu \text{m}/0.18 \mu \text{m}$ and $7 \mu \text{m}/0.18 \mu \text{m}$, respectively. Both adders’ $\beta_2$ and $\beta_3$ have the same aspect ratio of $6 \mu \text{m}/0.12 \mu \text{m}$. Table II reports the summary of the amplifiers and adders’ parameters of the second and third integrators.

When a low-gain op-amp is used, the effect of the limited gain is much more dominant. The limited gain results in the shift of the integrator pole toward the origin ($z = 0$), which reduces the effective in-band noise suppression in a $\Delta \Sigma M$, while the positive feedback gain will cause the integrator pole to move away from dc slightly ($z = 1.005$), thus resulting in the increase in the effective in-band noise suppression in the $\Delta \Sigma M$ with improved noise shaping. As long as the input signal amplitude remains small with a small signal swing inside the loop filter, the quantizer will not saturate. The modulator remains stable and provides maximum suppression at dc in the $\Delta \Sigma M$. It is clear that a low-gain amplifier is an important advantage.

In conventional active DT $\Delta \Sigma$ converters, the first integrator demands high linearity and large gain to suppress circuit nonidealties in single-bit implementations. An assisted op-amp technique has been proposed to reduce the power of high-resolution single-bit CT $\Delta \Sigma M$. It suggests an extra op-amp with feedforward as an assistant to relax the slew rate requirement of the op-amp in the first integrator [22].

In the proposed active–passive design, the first integrator has no active gain. Due to the sharp steps of the first-stage single-bit feedback digital-to-analog converter (DAC) switches, the nonlinear behavior of amplifier $K_2$ causes performance degradation. It requires larger bias current for higher slew rates and bandwidth requirements to respond to large input steps. It is observed that the inability of amplifier $K_2$ to source or sink large currents instantaneously is responsible for nonlinearity. To overcome this challenge, a feedforward with built-in adder $\beta_2$ is used to assist amplifier $K_2$ for slew rate requirement.

Fig. 12(a) shows amplifier $K_2$’s input and output network during the $\phi_1$ phase. The input network has analog input signal $V_{\text{inp}}[n]$ and the first feedback DAC $V_{\text{dac1}}[n]$, while the output is connected to the top plate of the second integrator sampling capacitor $C_{s2}$. The bottom plate of $C_{s2}$ is connected to the second feedback DAC $V_{\text{dac2}}[n]$, which has the same coefficient and timing as the first feedback DAC $V_{\text{dac1}}[n]$. The passive feedforward SC network $C_{sfp}$ has already sampled the analog input signal $V_{\text{inp}}[n]$ during the $\phi_2$ phase and will be integrated to $C_{i2p}$ during the $\phi_0$ phase. The $C_{i2p}$ is the cross-coupled integration capacitor of the second passive SC integrator from the opposite side. Currently, $C_{i2p}$ has analog input samples stored in the previous cycle $V_{\text{inp}}[n-1]$, as it is updated during the $\phi_0$ phase after the $\phi_1$ phase. This forms a passive feedforward integrator transfer function at node $\alpha$ with $\alpha_{fp} = 0.01 = (C_{sfp}/(C_{sfp}+C_{i2p}))$. The adder $\beta_2$ input is connected to the integration capacitor $C_{i2p}$, while its output is sharing the same resistive load of amplifier $K_2$. Due to the analog input signal $V_{\text{inp}}[n-1]$ provided at the input of adder $\beta_2$, amplifier $K_2$ will be assisted by adder $\beta_2$ by delivering the necessary discharging current. The sharp jumps at amplifier $K_2$’s input caused by first feedback DAC switches no longer create any significant linearity problems. Amplifier $K_2$’s output $V_{\text{os}}(z)$ during the $\phi_1$ phase can be written as

$$V_{\text{os}}(z) \approx G_{mk2} R_n \left[ \alpha_1 + \frac{G_{mf2}}{G_{mk2}} \frac{\alpha_{fp} z^{-1}}{1 - (1 - \alpha_{fp}) z^{-1}} \right] V_{\text{inp}}(z)$$

- $G_{mk2} R_n \cdot \alpha_1 V_{\text{dac1}}(z) + V_{\text{dac2}}(z)$. (12)

Fig. 12(b) compares the power spectral density (PSD) of the modulator with and without adder $\beta_2$ inputs connected to the passive feedforward, which confirms that using adder $\beta_2$ improves the signal-to-noise-plus-distortion ratio (SNDR) by 15 dB in the implementation at transistor level. From the discussion above, it is shown that adder $\beta_2$ significantly improves the distortion performance of the integrator. Amplifier $K_2$ does not need to source/sink the main current thanks to adder $\beta_2$; it is thus designed with much lower quiescent currents, thereby saving power.
V. MEASUREMENT RESULTS

The prototype of the δΣM was fabricated with a standard 65-nm 1P7M digital CMOS process. For the testing of the chip, a low distortion function generator (SRS DS360) provides the differential input signal while an Agilent E4438C signal generator generates the clock. The output data, captured by the logic analyzer, were processed by MATLAB to determine the output PSD. Fig. 13 shows the output PSD for an input signal amplitude of $-5.1 \text{ dBFS}$ with an input frequency of 2.13 kHz. The spectrum accounts for a series of 512K fast Fourier transform points shaped by a Blackman–Harris window. The third harmonic is at $-106 \text{ dBc}$, a very low value generated by the minimum swing and the limited slew rate requirement of the first amplifier $K_2$. The peak SNR is more than 88 dB and occurs at $-5.1 \text{ dBFS}$. The flat in the spectrum extends until the signal band mainly limits the value of the SNR. The measured dynamic range of the modulator is 91 dB as shown in Fig. 14.

A two-tone test determines the third-order intermodulation distortion (IMD3). As Fig. 15 shows the two tones at 21.3 kHz and 22.13 kHz with an amplitude for each of them equal to 530 mVPP cause IMD products at $-94.95$ and $-96.85 \text{ dB}$, respectively. The active area of the modulator, excluding the pads and output drivers, is approximately 0.1 mm$^2$. As shown in Fig. 16, it is dominated by the large integration capacitor. The test chip was also measured under a supply variation of ±10% and the peak SNRs and SNDRs vary between 1 and 2 dB. The power consumption of the analog section is 45.5 μW, the reference power is 4.6 μW, while the digital power is 23.5 μW for a total consumption of 73.6 μW at 1 V supply; Fig. 17 shows the estimated breakdown in power consumption. The reference voltage was buffered off-chip. The measured summary of the modulator performance is presented in Table III. The result corresponds to a Walden FoM$_{\text{walden}}$ [23] of 70 fJ/conv-step as given in (13) and Schreier FoM$_{\text{Schreier}}$ [23] of 176.3 dB as given in (14). These figures are competitive with high-resolution audio CT implementations with similar performances, as shown in Table IV. A comparison with state-of-the-art passive and active–passive modulators is also shown.

### Table III

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>65 nm CMOS</td>
</tr>
<tr>
<td>Supply Voltage</td>
<td>1 V</td>
</tr>
<tr>
<td>Signal Bandwidth</td>
<td>25 kHz</td>
</tr>
<tr>
<td>Sampling Frequency</td>
<td>13 MHz</td>
</tr>
<tr>
<td>Oversampling Ratio</td>
<td>260</td>
</tr>
<tr>
<td>Peak SNR</td>
<td>88.4 dB</td>
</tr>
<tr>
<td>Peak SNDR</td>
<td>88.2 dB</td>
</tr>
<tr>
<td>SFDR</td>
<td>106 dB</td>
</tr>
<tr>
<td>Dynamic Range</td>
<td>91 dB</td>
</tr>
<tr>
<td>Input Range (Differential)</td>
<td>1.1 VPP</td>
</tr>
<tr>
<td>Core Size Area</td>
<td>0.1 mm$^2$</td>
</tr>
<tr>
<td>Total Power Consumption (including reference)</td>
<td>73.6 μW</td>
</tr>
<tr>
<td>PSRR@1kHz with 100 mVPP</td>
<td>68 dB</td>
</tr>
<tr>
<td>CMRR@1kHz with 50 mVPP</td>
<td>67 dB</td>
</tr>
<tr>
<td>FoM$_{\text{walden}}$</td>
<td>70 fJ/conv-step</td>
</tr>
<tr>
<td>FoM$_{\text{Schreier}}$</td>
<td>176.3 dB</td>
</tr>
<tr>
<td>-----------</td>
<td>--------------</td>
</tr>
<tr>
<td>Type</td>
<td>CT</td>
</tr>
<tr>
<td>Tech (nm)</td>
<td>180</td>
</tr>
<tr>
<td>Area (mm²)</td>
<td>0.26</td>
</tr>
<tr>
<td>VDD (V)</td>
<td>1.8</td>
</tr>
<tr>
<td>Power (µW)</td>
<td>122</td>
</tr>
<tr>
<td>SNDR (dB)</td>
<td>89.1</td>
</tr>
<tr>
<td>DR (dB)</td>
<td>91.5</td>
</tr>
<tr>
<td>BW (Hz)</td>
<td>24 k</td>
</tr>
<tr>
<td>FoMwalden</td>
<td>109</td>
</tr>
<tr>
<td>FOMschreier</td>
<td>174.4</td>
</tr>
</tbody>
</table>

Table IV

BENCHMARKING WITH THE STATE-OF-THE-ART AUDIO ΔΣMs

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Hybrid, CT</td>
<td>Hybrid, CT</td>
<td>Hybrid, DT</td>
<td>Hybrid, DT</td>
<td>Passive, DT</td>
<td>Hybrid, CT</td>
<td>Hybrid, DT</td>
</tr>
<tr>
<td>Tech (nm)</td>
<td>90</td>
<td>250</td>
<td>130</td>
<td>65</td>
<td>65</td>
<td>65</td>
<td>65</td>
</tr>
<tr>
<td>Power (µW)</td>
<td>5400</td>
<td>2700</td>
<td>5500</td>
<td>1.27</td>
<td>0.47</td>
<td>1570</td>
<td>73.6</td>
</tr>
<tr>
<td>SNDR (dB)</td>
<td>N/A</td>
<td>63.4</td>
<td>56</td>
<td>70</td>
<td>71</td>
<td>72.2</td>
<td>88.2</td>
</tr>
<tr>
<td>DR (dB)</td>
<td>86</td>
<td>68</td>
<td>54</td>
<td>70.5</td>
<td>74</td>
<td>77</td>
<td>91</td>
</tr>
<tr>
<td>BW (Hz)</td>
<td>600 k</td>
<td>2 M</td>
<td>10 M</td>
<td>500</td>
<td>500</td>
<td>10 M</td>
<td>25 k</td>
</tr>
<tr>
<td>FoMwalden</td>
<td>N/A</td>
<td>558</td>
<td>533</td>
<td>491</td>
<td>162</td>
<td>23.6</td>
<td>70</td>
</tr>
<tr>
<td>FOMschreier</td>
<td>166.4</td>
<td>156.8</td>
<td>146.5</td>
<td>156.4</td>
<td>164.2</td>
<td>175</td>
<td>176.3</td>
</tr>
</tbody>
</table>

in Table V

\[
\text{FoM}_{\text{Walden}} = \frac{\text{Power}}{2 \times \text{Bandwidth} \times 2^{(\text{SNDR} - 1.76)/6.02}} \tag{13}
\]

\[
\text{FoM}_{\text{Schreier}} = \text{DR}_{\text{dB}} + 10 \log \left(\frac{\text{Bandwidth}}{\text{Power}}\right). \tag{14}
\]

VI. CONCLUSION

A method utilizing a low-gain amplifier with a positive feedback that improves the performance of a passive SC integrator and makes it suitable for use in high-resolution ΔΣM was introduced. The method significantly reduces the power consumed and achieves power effectiveness comparable to or better than those of CT counterparts. The proposed technique, applied to a third-order ΔΣM with a single-bit comparator, has been experimentally verified. Also power reduction for a single-bit modulator is achieved by utilizing a feedforward with built-in adder β2 to assist the first amplifier $K_2$.

The 65-nm CMOS prototype that uses a passive SC integrator in the first stage achieves a dynamic range of 91 dB, an SNR of 88.4 dB, and an SNDR of 88.2 dB. The power consumed is 73.6 µW at a supply voltage of 1 V. The corresponding FoMwalden is 70 fJ/conv-step and the FoMschreier is 176.3 dB.

REFERENCES

A. Sukumaran and S. Pavan, “Low power design techniques for H. Luo, Y. Han, R. C. C. Cheung, X. Liu, and T. Cao, “A 0.8-V 230-
L. Liu, D. Li, Y. Ye, L. Chen, and Z. Wang, “A 95 dB SNDR Z. Yang, L. Yao, and Y. Lian, “A 0.5-V 35-
ADC Performance Survey 1997–2015 S. Pavan and P. Sankar, “Power reduction in continuous-time delta-sigma J. Zhang, Y. Lian, L. Yao, and B. Shi, “A 0.6-V 82-dB 28.6-
μ J. Koh, Y. Choi, and G. Gomez, “A 66 dB DR 1.2 V 1.2 mV single-
Z. Yang, L. Yao, and Y. Lian, “A 0.5-V 35–μW 85-dB DR double- A. Hussain et al.: ACTIVE–PASSIVE ΔΣM FOR HIGH-RESOLUTION AND LOW-POWER APPLICATIONS 373

Arshad Hussain (S’16) received the M.Sc. and M.Phil. degrees in electronics from the Department of Electronics, Quaid-i-Azam University, Islamabad, Pakistan, in 1997 and 2002, respectively. He is currently pursuing the Ph.D. degree with the State-Key Laboratory of Analog and Mixed-Signal VLSI, Department of Electrical and Computer Engineering, Faculty of Science and Technology, University of Macau, Macau, China. He served as an Assistant Professor with the Department of Electronics, Quaid-i-Azam University, from 2002 to 2008. His current research interests include analog and mixed-signal circuits, switched-capacitor circuits, and low power high resolution oversampling ADCs.

Sai-Weng Sin (S’98–M’06–SM’13) received the B.Sc., M.Sc., and Ph.D. degrees in electrical engineering from Macau, Macau, China, in 2001, 2003, and 2008, respectively, all in electrical and electronics engineering. He is currently an Associate Professor with the Faculty of Science and Technology, University of Macau, where he is also the Coordinator of the Data Science and Artificial Intelligence Research Line with the State-Key Laboratory of Analog and Mixed-Signal VLSI. He has authored one book entitled Generalized Low-Voltage Circuit Techniques for Very High-Speed Time-Interleaved Analog-to-Digital Converters (Springer), over 100 technical journals and conference papers in the fields of high performance data converters and analog mixed-signal integrated circuits, and hold six U.S. and two Taiwan patents.

Dr. Sin was a co-recipient of the 2011 ISSCC Silk Road Award, the Student Design Contest Award in A-SSCC 2011, and the 2011 State Science and Technology Progress Award for the research and development of Si-based microelectromechanical systems (MEMS) pressure sensors, respectively. He also received the 2013 IEEE Solid-State Circuits Conference, the 2015 International Wireless Symposium, IEEE Sensors 2011, and the IEEE RFIT 2011-2014 Conference, and was the Chair Track of the IEEE TENCON 2015, a Review Committee Member of the PrimeAsia 2009 Conference, a Technical Program and Organization Committee Member of the 2004 IEEE AVLSI Workshop, and the Special Session Co-Chair and Technical Program Committee Member of the 2008 IEEE APCCAS Conference. He is currently the Secretary of the IEEE Solid-State Circuit Society (SSCS) Macau Chapter (with the 2012 IEEE SSCS Outstanding Chapter Award) and the IEEE Macau CAS/COM Joint Chapter (with the 2009 IEEE CAS Chapter of the Year Award).

Chi-Hang Chan (S’12–M’15) was born in Macau, China, in 1985. He received the B.S. degree in electrical engineering from the University of Washington, Seattle, WA, USA, in 2008, and the M.S. and Ph.D. degrees in electrical and electronics engineering from the University of Macau, Macau, in 2012 and 2015, respectively. He was an Intern with Synopsys, Macau, during his undergraduate studies. He currently serves as a Research Assistant Professor with the University of Macau. His current research interests include mixed-signal circuits, comparator offset calibration, and flash and multi-bit SAR ADC.

Mr. Chan received the Chipidea Microelectronics Prize and the Macau Science and Technology Development Fund (FDCT) Postgraduate Awards (master’s level) in 2012 and 2011, respectively. He also received the Macau FDCT Award for Technological Invention (second class) and the Macau Scientific and Technological Research and Development for Postgraduates Award (Ph.D. level) in 2014 for outstanding academic and research achievements in microelectronics. He was a recipient of the 2015 Solid-State-Circuit-Society Pre-Doctoral Achievement Award. He was a co-recipient of the 2011 ISSCC Silk Road Award and the Student Design Contest Award in A-SSCC 2011.
Franco Maloberti (LF’16) received the Laurea (summa cum laude) degree in physics from the University of Parma, Parma, Italy, in 1968, and the Doctor Honoris Causa degree in electronics from the Instituto Nacional de Astrofisica, Optica y Electronica, Puebla, Mexico in 1996.

He was a Visiting Professor with ETH-PEL, Zurich, Switzerland, in 1993, and with EPFL-LEG, Lausanne, Switzerland, in 2004. He was the TII/Kilby Analog Engineering Chair Professor with Texas A&M University, College Station, TX, USA, and the Distinguished Microelectronics Chair Professor with the University of Texas at Dallas, TX, USA. He has authored/co-authored six books, and holds 54 patents. He has co-authored 6 books and 9 book chapters; 355 papers, 104 in scientific journals and 251 in conference proceedings; and another 55 academic works; in total, he has authored 443 publications. He holds 16 U.S. and 2 Taiwan patents. He has been a Reviewer, and a European Union Expert in many European Initiatives. He has served in the Academy of Finland on the assessment of electronic research in academic institutions and on the research programs’ evaluations. He served in the National Research Council of Portugal on a Board for the research activity assessment of Portuguese universities. He was a member of the Advisory Board of INESC–Lisbon, Portugal. He is the Chairman of the Academic Committee of the Microelectronics Key Laboratory, Macau. He has authored over 500 published papers, six textbooks, and holds 54 patents.

Dr. Maloberti was a recipient of the XII Pedrali Prize for his technical and scientific contributions to national international production in 1992. He was a co-recipient of the 1996 Institute of Electrical Engineers (U.K.) Fleming Premium. He received the 1999 IEEE CAS Society Meritorious Service Award, the 2000 CAS Society Golden Jubilee Medal, and the IEEE 2000 Millennium Medal. He also received the ESSCIRC 2007 and the 2007 and 2010 Best Paper Awards. He received the IEEE CAS Society 2013 Mac Van Valkenburg Award. He is the President of the IEEE CAS Society, and was the VP Region 8 of the IEEE CAS from 1995 to 1997, an Associate Editor of the IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS II, the President of the IEEE Sensor Council from 2002 to 2003, the IEEE CAS BoG Member from 2003 to 2005, and the VP Publications of the IEEE CAS from 2007 to 2008. He was a DL of the IEEE SSC Society from 2009 to 2010, and the IEEE CAS Society from 2006 to 2007 and from 2012 to 2013.

Rui P. Martins (M’88–SM’99–F’08) was born in 1957. He received the bachelor’s, master’s, Ph.D., and Habilitation for Full Professor degrees in electrical engineering and computers from the Department of Electrical and Computer Engineering, Instituto Superior Técnico (IST), Technical University (TU) of Lisbon, Lisbon, Portugal, in 1980, 1985, 1992, and 2001, respectively.

He has been with the Department of Electrical and Computer Engineering/IST, TU of Lisbon, since 1980. Since 1992, he has been on leave from IST, TU of Lisbon. He has been the Chair Professor with the Electrical and Computer Engineering, Faculty of Science and Technology (FST), University of Macau (UM), Macau, China, since 2013. In FST, he was the Dean of FST from 1994 to 1997 and has been the Vice Rector of UM since 1997. Since 2008, after the reform of the UM Charter, he was nominated after open international recruitment, and reappointed (in 2013) as the Vice Rector (Research) until 2018. Within the scope of his teaching and research activities, he has taught 21 bachelor’s and master’s courses and, with UM, has supervised (or co-supervised) 40 theses, 19 Ph.D. students, and 21 master’s students. He has co-authored six books and nine book chapters; 355 papers, 104 in scientific journals and 251 in conference proceedings; and another 55 academic works; in total, he has authored 443 publications. He holds 16 U.S. and 2 Taiwan patents. He was a Co-Founder of Synopsys, Macau, in 2001/2002, and created the Analog and Mixed-Signal VLSI Research Laboratory at UM in 2003, and was elevated to the State Key Laboratory of China (the first in Engineering in Macau) in 2011, being its Founding Director.

Prof. Martins is a Nominations Committee Member of the IEEE CASS. He was a recipient of two government decorations: the Medal of Professional Merit from the Macau Government (Portuguese Administration) in 1999, and the Honorary Title of Value from the Macau SAR Government (Chinese Administration) in 2001. In 2010, he was elected, unanomously, as a Corresponding Member of the Portuguese Academy of Sciences in Lisbon, being the only Portuguese Academician living in Asia. He was the Founding Chairman of the IEEE Macau Section from 2003 to 2005, and the IEEE Macau Section Chapter on Circuits and Systems (CAS)/Communications from 2005 to 2008. He was the General Chair of the 2008 IEEE Asia-Pacific Conference on CASEPCCAS’2008, and the Vice President for the Region 10 (Asia, Australia, and the Pacific) of the IEEE CAS Society from 2009 to 2011. He was the Vice President (World) Regional Activities and Membership of the IEEE CAS Society from 2012 to 2013, and an Associate Editor of the IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS II: EXPRESS BRIEFS from 2010 to 2013. He was nominated as the Best Associate Editor of the IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS II form 2012 to 2013.

He was a member of the IEEE CASS Fellow Evaluation Committee in 2013 and 2014, and the CAS Society Representative in the Nominating Committee, for the election in 2014, of the Division I (CASS/EDS/SSCS)–Director of the IEEE. He was the General Chair of the ACM/IEEE Asia South Pacific Design Automation Conference in 2016.